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Abstract

Public discussion about transparency for AI-enabled decisions tends to focus on the
challenge of AI explainability. However, there are additional real-world factors which can
hamper individuals seeking to understand or challenge decisions impacting them, even
when the AI or algorithm is entirely explainable.

Although AI enabled decision tools are relatively new, algorithmic and statistical de-
cision tools are not. This paper examines past efforts by individuals to access algorithms,
statistical models, and data used in making decisions which impacted them. The results
of those attempts are considered in light of public expectations for transparency of AI-
enabled decision tools, as well as current and developing guidance. Legal changes will
be needed if governments wish to meet citizen expectations for real-world transparency
of AI-enabled decision systems. In the meantime, there are opportunities for AI experts
and others to protect the potential for greater transparency through open data, open
source licensing, and engagement in policy development.
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1. Introduction

The explainability of AI enabled tools is growing, thanks to the efforts of many highly
skilled AI experts. Meanwhile, the ability of this work to make a difference to individuals
who challenge AI-enabled decisions in the real world remains an open question. This paper
considers these questions of real world access and transparency.

Although AI enabled decision tools are relatively new, algorithmic and statistical decision
tools are not. The experiences of those who have attempted to challenge decisions based on
that earlier generation of tools provide insights to the hurdles facing future challengers of
AI-enabled decisions. The results have implications for democracy and human rights.

Transparency has technical, legal, and policy aspects. Countless artificial intelligence
(“AI”) researchers have taken on the technical challenges of making AI-enabled tools more
explainable. Even so, the policies and legal rules applicable in institutions and their juris-
dictions will determine the extent to which affected individuals are able to gain insight into
the reasons behind these decisions and the processes by which they were made.

Questions about transparency have existed for at least as long as citizens have attempted
to hold decision-makers accountable. This paper examines past decisions and current Cana-
dian guidance relating to statistical and automated decision-making (“ADM”) to identify
the standards set for transparency, non-technical challenges to citizen-level transparency,
and questions and opportunities for the future, in a Canadian context.
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1.1. Elements of Transparency

Transparency of decisions can exist at various levels, including transparency in rationale,
and transparency in process [1]. AI transparency has been defined to include both inter-
pretability and justifiability [2]. The Supreme Court of Canada has stated "Transparency
and accountability are vital to the democratic process" [3].

This paper approaches these issues from the perspective of an average citizen who has
been impacted by a decision and wants to challenge it. To this person, transparency is short-
hand for their ability to access and challenge all factors, information, and processes which
shaped that decision. Thus, transparency is a necessary element in ensuring accountability
of decision-makers in their exercise of power.

Seen this way, transparency-type concerns exist at multiple levels. Specifically, the citi-
zen is concerned with transparency in both the mechanics of the decision and in the bases
and assumptions which informed it. This paper focuses on these institutional transparency
related considerations, including, but not limited to AI transparency. (In contrast, "ex-
plainability" is used herein to describe the narrower technical question of why an algorithm
produced a particular result from a given input.)

For example, for a citizen attempting to challenge a specific decision, transparency around
that decision and its result may include: the availability and fairness of challenge processes;
algorithmic explainability and design considerations; and, the ability to assess the appro-
priateness and accuracy of the assumptions and data underlying the decision at issue. This
includes the information used to train the algorithm, information used in the specific deci-
sion process, as well as any information produced from that process. Validation data, and
particularly its suitability to particular situations, may also be crucial.

The concept of "privacy" is also central. At a functional level it is the laws of privacy
and access which provide individuals with the right to know what information institutions
hold about them, oblige institutions to ensure information they use is reasonably accurate,
and give individuals the right to seek correction of inaccuracies. Privacy rights therefore
contribute to transparency and ultimately support accountability.

1.2. Limits and Expectations of Voluntary Transparency

Many institutions provide general information on the factors which go into their decisions.
However, even where transparency is possible as a technical matter, few institutions volun-
tarily reveal the details of their decision processes. Reasons for this include: administrative
convenience; concerns about trade secrets and obligations to the suppliers of the tools; the
risk of being overwhelmed with requests; and, fears that individuals will use the detailed
information to game the system to get the decision they want. Where information is not
shared voluntarily, individuals must use a formal process of some kind, whether through
the courts or freedom of information laws, to seek information on the factors behind the
particular decision which affected them.

In 2021, the Province of Ontario consulted residents regarding their expectations for
AI-enabled decision tools. Key transparency-related concerns expressed included: a right
to plain language; a right to contest decisions and get human review, or request a non-
automated decision process; awareness of how data for decision-making is collected; inde-
pendent review and auditing of AI tools and their use; means to verify that the government
is following its own rules; and, addressing bias [4]. To date, decisions relating to trans-
parency in statistical and algorithmic decision systems have failed to meet several of these
expectations, especially in relation to independent review and audits, and meaningful rights
to contest decisions.
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This paper begins in Part I by examining the nature and historical outcomes of formal
processes launched by those seeking to understand statistical or algorithmic decisions affect-
ing them. In Part II we consider Canadian and international requirements and proposals
and their potential impacts on transparency. Finally, Part III discusses how public and
institutional conceptions of reasonable transparency may differ, what this could mean for
policy development in this area, and the opportunity and role for AI experts and average
citizens in enhancing real-world transparency.

2. Part I: Historical outcomes from attempts to access reasons or processes for
statistical or algorithmic decisions

While AI enabled decision tools are comparatively new, algorithmic decision tools of var-
ious forms have existed and been challenged for a long time. Examples include statistical
decision tools of various types, machine implemented assessments (measurements) with in-
dividual impacts, and guidance manuals which effectively require human decision makers to
apply criteria mechanically to reach a conclusion. Canadian tribunal decisions on past cases
give insights on how they are likely to treat similar requests relating to AI-enabled decision
tools, unless there are changes to the law.

2.1. Current processes used in seeking transparency

Individuals seeking information on how a decision affecting them was made will normally
need to justify their request. The two primary legal justifications for seeking access to
information held by another party are: (a) freedom of information and privacy rights created
by legislation; and, (b) legal entitlements to discovery and disclosure in the context of court
proceedings [5–7].

Freedom of information (also known as access) laws generally apply only to information
held by governmental organizations [8, 9]. This process starts when the individual submits
an application for access to the institution holding the information. The institution must
respond within set time limits. Applicants who are dissatisfied with the institution’s response
can ask the appropriate information and privacy commissioner to look into the matter. In
some cases, this will result in the matter coming to a specialized tribunal for decision. (Most
of the orders cited later in this section are decisions of tribunals of this kind.)

Privacy laws generally provide focused rights in respect of one’s own personal information.
Such laws generally oblige organizations to ensure that personal information they hold is as
accurate, complete and up-to-date as necessary for the purposes for which it is to be used.
They also give individuals the right to access personal information held about them, to
challenge its accuracy, and to have it amended when appropriate [10, 11]. Most companies
and public-sector organizations are subject to at least one privacy law in their day-to-day
operations. The requirement to ensure that data is sufficiently accurate for its intended
use appears to include derived information based on analytical processes, as well as the
suitability of training data used for the system [12].

In contrast, legal entitlements to discovery and disclosure in the context of court pro-
ceedings apply to most proceedings regardless of the nature of the organization holding
the information. The scope of discovery and disclosure rights depend on the nature of the
proceeding, the allegations being made, the relationship of the custodian of the material to
the court proceedings, and other factors.

2.2. Freedom of Information

Freedom of Information (“FoI”, also known as “access to information”) legislation exists
to enable transparency in the day-to-day operations of governmental bodies, and forms a
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foundational element for democracy [3, 13]. Unfortunately, FoI legislation does not apply
to software or code in most Canadian jurisdictions. (See for example [14–16].) In Ontario,
some decisions from the Office of the Information and Privacy Commissioner (OIPC) suggest
that access to software can be ordered through FoI [17].

The historical exclusion of software from FoI in many jurisdictions is understandable.
At the time these statutes were drafted, software was primarily seen as a neutral tool. It
is unlikely that legislative drafters envisioned software as something adding substance to
government information holdings. (In one case, the Court analogized software to a camera
used to produce a film [16].) Certainly, they would not have predicted software becoming
capable of generating new information about an individual. Today it is clear that software,
and particularly AI tools, can create new information. Thus, access for the purposes of
review can be essential to understanding related decisions.

Most automated decision making ("ADM")-related data and general documentation are
theoretically in scope for FoI requests, even in jurisdictions where software itself is not.
Requests for disclosure of such material are subject to exemptions from disclosure. Such
exemptions can prevent the individual from accessing information necessary to challenge a
decision. For example, individuals may be blocked from access where the institution can
demonstrate that the documents are confidential information, are used in law enforcement or
investigations (including bylaws), or are published or soon-to-be-published information [11,
18].

Example: Ontario Property Value Assessment Decisions
In Ontario (where software is considered to be in FoI scope), a relevant body of decisions

relates to FoI requests made to the Municipal Property Assessment Corporation (“MPAC”).
MPAC is a not-for-profit corporation jointly owned by Ontario municipalities. It is respon-
sible for producing the property valuations upon which municipal property tax assessments
are based [19]. MPAC staff carry out sophisticated statistical processes, involving the cre-
ation of models for various regions.

Model Access - Confidentiality:
There are several stages to these analyses, beginning with data collection, geographical

model specification, and model calibration. The result of these processes is a syntax file
capable of generating outputs based on sales data [20]. The syntax file is used to produce a
model record comprising statistical command files and output data. The models themselves
embody the decision-making process, and there is no separate record which sets out the
specific equations used. MPAC has been able to demonstrate that the model records should
be protected from disclosure as trade secrets or confidential information, despite having
been developed according to generally accepted practices. Thus, individuals who wish to
challenge their property value assessments cannot get access to the statistical models and
precise factors used.

Data Access – Revenue-driven Public Access as a Barrier:
FoI legislation permits institutions to refuse to allow individuals to use the freedom of

information process to access information which is available to the public through other
means [11, 21]. The terms of that other access can be expensive and this approach has
long been of concern [22]. In an AI and big data context, these concerns mount because
meaningful access may require access to thousands of individually priced records, each of
which formed part of a training or validation set for the AI tool in question. The fees charged
by MPAC for data used to build property models are far in excess of what the allowable FoI
fee would be. While in theory a fee could be so high that it amounts to a denial of access,
both in British Columbia and Ontario, tribunals have been reluctant to make such findings,
with access fees of $30,000 and $5,184,000, respectively, being found acceptable [21, 23, 24].
This exemption has made it cost-prohibitive to access sufficient data to challenge MPAC
assessments.
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What about Public Interest?
In some situations, tribunals have the opportunity to consider whether the public interest

in a disclosure outweighs the reasons given for denying it. In the case of MPAC property
value assessments, the Ontario tribunal has recognized that there is some public interest in
understanding how properties are assessed. However, this interest has not been interpreted
to extend to the ability to actually verify a particular analysis [25]. Adjudicators have
considered unverifiable MPAC web page information on the assessment process as sufficient
to satisfy the public interest. As a result, those seeking the ability to verify a particular
decision are not characterized as advancing a public interest, only their private interests.
When such a private interest is balanced against the government interest in MPAC revenue,
MPAC’s economic interests have prevailed, and the individual has been denied access [25].

In some instances, concerns have been raised that software developers or vendors have
claimed confidentiality in more than they should, not acknowledging their use of open source
or non-proprietary portions of code and design approaches. In the absence of evidence
regarding the code in question, such claims can be difficult to refute [26].

Law Enforcement and Investigations
Information regarding investigations and law enforcement may need to be controlled

to ensure the success of the investigation. On the other hand, if investigations and law
enforcement activities are unfair in their nature or their application to specific populations,
public transparency may be the best approach to end injustice.

FoI laws generally exclude law enforcement and investigation information from disclosure.
The scope provided to “law enforcement” is very broad. Many decisions which impact
individuals, civilly or criminally, can be seen as relating to the investigation or enforcement
of some kind of law. For example, audit practices and internal review decision guidance have
been found to be law enforcement, both in the context of federal tax audits and property
tax reviews [18, 27]. This potentially enables the exemption of broad areas of governmental
activity from disclosure. In light of increasing concerns about algorithmic policing tools and
the the data on which they are trained, a mechanism to enable independent expert fairness
and bias reviews is needed.

2.3. Court-related discovery and disclosure processes

Individuals involved in court proceedings usually have a right to obtain access to docu-
ments and other material relating to the case which is held by the other party [5–7]. In order
to get access to information considered confidential, or information held by outsiders to the
court case (even if, like the police in a criminal case they are somewhat aligned with the
other party), one must first demonstrate that the material will probably provide evidence
relevant to the case. This can be difficult to prove prior to getting access to the material.

Blood Alcohol Testing
It is a worth considering the approach which has evolved for driver blood alcohol testing.

Although these “Breathalyzer” readings are merely sensor outputs, with no AI or algorithmic
component, they do represent a machine assessment which is very difficult to challenge.
Breath alcohol testing is therefore important to consider as an example of an approach
which could someday be put in place for challenges to AI-enabled decisions as well.

Historically, it was common for accused to obtain access to information on breath alcohol
test device maintenance and calibration/validation data, even though this is held by the
police (who are not a party to the court proceeding). This access enabled defendants to
raise questions about whether the device was functioning properly. This frequently led to
long court challenges which were expensive and inconvenient for the government. In the face
of this, Parliament amended the Criminal Code [28], the result of which is a presumption of
device accuracy, subject to only a single-concentration test validation by a qualified police
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technician [6, 29, 30]. The Supreme Court of Canada has affirmed that there is no longer an
assumption that calibration/validation information will be relevant (and therefore available)
to a defendant (despite the fact that the single concentration validated will often be different
from the concentration “blown” by the accused individual). Thus, a defendant who wishes
to access this information must first prove that that information which they have never seen
is likely to support their claim that the device was inaccurate.

There is a subtle line between, one the one hand, enforcing acceptance of the results of
well-conducted science, and on the other hand, bald claims of superior knowledge which will
not tolerate outside examination. Distinguishing these two situations may not always be
easy. Rigorous and independent review processes, and transparent sharing of these results
can provide good evidence that the conclusions are based on strong science.

In the case of blood alcohol testing, the Court’s position was based on work by the Alcohol
Test Committee which stated that a single point calibration was adequate to verify device
function and accuracy at any level tested. This committee stands as the Canadian authority
on blood alcohol testing. Of its eight members, five are from the Royal Canadian Mounted
Police, and the other three are government employees in law enforcement-related scientific
roles [29, 31].

2.4. Data Accuracy - Glimmers of Hope

In both a governmental and a private-sector company context, institutions using personal
information are generally obliged to ensure that it is accurate enough for its intended use [10,
11, 32]. A 2018 decision in the context of an application for parole suggests that this can
include a requirement for reasonable accuracy or appropriateness of the training data used
in statistical tools informing decisions about an individual [12]. In this case, the assessment
process for parole applications included the use of statistically-based tests to estimate the
risk posed by the offender if released. The tests in use were well known and had been the
subject of peer-reviewed papers. This enabled the individual affected by the decision, Mr.
Ewert, to demonstrate that the accuracy of the assessment system was vulnerable to errors
when applied to other cultural groups and that it had not been validated for his group
(Métis). This was found to violate the requirement for accurate information [12].

2.5. Private Sector Use of AI Tools on Critical Communications Infrastructure

The Canadian Radio-Television and Telecommunications Commission (“CRTC”) recently
addressed questions of transparency in relation to the private-sector deployment of an AI-
enabled decision system [33]. The situation involved an application by Bell Canada to make
a pilot AI-enabled call-blocking mechanism permanent. The system was intended to block
fraudulent and scam voice calls using the Bell network, regardless of whether or not they had
a beginning or end-point on that network or were just transiting through. The system uses
AI to identify anomalies in telecommunications voice traffic, flagging calls for review and
potential blocking. Despite efforts by challengers to access system information, Bell Canada
sought and was granted protection from disclosure of proprietary information related to the
system, as well as non-proprietary information which, if released, would assist bad actors in
circumventing the system.

Some telephone service providers who use Bell infrastructure filed requests for limitations
on the period of approval, as well as for a study of the use of machine learning as a tool
for call-blocking, with the goal of developing a regulatory framework. A request was also
submitted requesting asking the CRTC to require Bell Canada to carry out an Algorithmic
Impact assessment. All these requests were denied. Despite the status of telecommunications
networks as critical national infrastructure, they are privately owned and not subject to the
federal Directive on Automated Decision-making (discussed below). The call-blocking tool
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was being generically deployed across the network and was not an AI service being provided
specifically to the federal government. The CRTC decided that neither an algorithmic
impact assessment, nor a regulatory framework were needed, and in December 2021, they
permitted Bell Canada to make the system permanent, subject to the continuation of routine
reporting on known false positives.

3. Part II: Current and proposed Canadian guidelines - Implications for Indi-
viduals

3.1. The Canadian Situation

Federal Formal requirements governing the adoption and use of AI tools are under dis-
cussion in Canada. At present, only the Government of Canada’s “Directive on Automated
Decision-making” (the “Directive”) is in force [34]. Despite having only limited application,
providing no means for an individual citizen to seek its enforcement, and being only an
internal government policy, the Directive is the most mature Canadian guidance currently
in place, and one of few examples worldwide.

The Directive applies only to ADM systems involved in Government of Canada adminis-
trative decisions (specific decisions affecting legal rights, privileges, or interests). Moreover,
its application is limited to services where the intended client is external to the Government
of Canada and is being served or using a Government of Canada service. This would ap-
pear to include applicants for federal benefits and licences, but to exclude internal human
resources-type decisions. It is also not clear that it would apply to decisions with direct
impact on citizens as a class or group, where there is no individual service or application,
for example planning decisions regarding infrastructure needs such as water treatment or
bridge repair in areas of federal jurisdiction. In terms of enforceability, the ability of the
Treasury Board to enforce such policies is linked to its budgetary controls.

The Directive establishes a requirement for an “Algorithmic Impact Assessment” and
peer review of ADM systems proportionate to a risk score determined by the department
proposing to adopt them. Unlike freedom of information enquiries, such reviews can include
confidential access to proprietary elements. Ongoing monitoring, testing, and quality checks
are also required. To the extent that there might be custom source code owned by the
government involved in the ADM, this is to be released, subject to various exceptions. Thus,
the Directive offers some safeguards in relation to the assessment of some AI tools proposed
for some uses by the Canadian government. It does not apply to private organizations, or
to other levels of government, and individuals have no way to enforce it, or to use it to
challenge a decision impacting them.

Both the federal Competition Act [35] and the Ontario Class Proceedings Act [36] prohibit
the use of statistical evidence against an individual without an opportunity to cross-examine
all those who supervised the preparation of the information. These requirements support
fairness for those whose interests are impacted by complex data-driven statistical assess-
ments. ADM systems are at least equally data-driven and complex; yet, up to this point no
equivalent protections have been given to individuals subject to them.

Ontario Ontario is developing an AI framework [4]. Consultations on guidelines for
transparency and ethical use are ongoing [37]. Broad public feedback has been received, re-
flecting concerns to ensure that residents can challenge decisions, and obtain transparency
in relation to the algorithmic tools themselves. To its credit, Government of Ontario’s draft
Transparency Guidelines propose strong transparency requirements, including the possibil-
ity for meaningful access to algorithmic technologies for external researchers and auditors,
even in respect of proprietary technologies. While it is important to note that these are
only guidelines, if they were adopted as law within Ontario they would rank among the
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most advanced AI transparency requirements in the world at this time. If they are not
incorporated into law, existing requirements including exceptions to freedom of information
and “relevance” enquiries for access to materials held by third parties will allow institutions
to prevent access or disclosure in many cases, regardless of what the guidelines recommend.
Moreover, as a practical matter public institutions are under constant pressure to seek the
lowest possible price for the goods and services they procure. AI transparency requirements
increase risk for vendors and will therefore drive up some costs. Thus, unless there is law
requiring institutions to follow these guidelines, it may be very difficult for them to do so
even if that would be their preference.

The most pressing concern identified in the Ontario Consultation was accountability,
including: individual rights to address potential bias in the AI tool; the right to contest
decisions; the right to opt out of algorithmic processes; and, the right to plain language.
These citizen concerns will not be adequately addressed unless the current guidelines or
something like them are passed into law.

The CIO Strategy Council of Canada [38] has also created a proprietary voluntary na-
tional standard on “Ethical design and use of automated decision systems” [39]. This stan-
dard is useful to the extent that it clearly intends to apply to a broad range of organizations,
both public and private. It states that AI ethics should be considered a compliance matter.
Likely reflecting the commercial interests of some contributing stakeholders, the guidelines
suggest only internal reviews, and provide only a cursory note regarding the importance
of having an appeals and escalation process for negatively impacted persons. Commercial
users wishing to adopt the standard are obliged to pay.

3.2. The International Situation

The World Economic Forum [40], in collaboration with the UK Government Office
for AI [41] and other stakeholders have developed guidelines for government AI procure-
ment [42]. This document draws on a range of sources, and is broadly consistent with both
the Canadian Directive [34], and the Alan Turing Institute Report [2]. These guidelines
encourage an open-by-default approach to government AI-enabled processes, with narrow
exceptions when justified. This approach would provide greater transparency than is cur-
rently prescribed in most parts of Canada. It will be important to monitor the extent to
which the scope of permitted exceptions undercuts transparency in practice.

In the United States, a senate bill has been reintroduced which, if passed, would create
the "Algorithmic Assessment Act" [43]. The proposed law would require initial and an-
nual impact assessments of automated decision systems used for critical decisions by large
businesses, under the supervision of the Federal Trade Commission. The proposed U.S. law
would apply to the organization deploying the technology, and not necessarily to the one
selling it. It establishes requirements for these assessments and includes reporting require-
ments. Summary versions of the reports would be made publicly available by the Federal
Trade Commission. It also provides for the creation of a Bureau of Technology within the
Federal Trade Commission. This would serve as an expert body to advise the Commission
and provide technical assistance in relation to enforcement activities.

The European Union is consulting on a general regulation for AI products offered for sale
in the E.U. [44]. The objectives of such rules would include avoiding AI market fragmenta-
tion within Europe by establishing minimum EU standards, and ensuring that AI systems
placed on the market in the EU are safe and trustworthy. The proposed EU regulation would
make it mandatory to disclose the use of AI systems when they are interacting with humans,
and would require the creation and use of AI regulatory sandboxes as part of governmen-
tal regulatory oversight for AI systems intended for sale in the EU. Also required would be
risk-proportionate post-market monitoring, information sharing, and market surveillance for
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high-risk AI systems. Where necessary, the authorities would also have access to the source
code of the AI system. Market surveillance authorities would be entitled to full access to
all data and documentation related to their activities, including training, validation, and
testing datasets. Administrative fines of up to €30M or 6 percent of total worldwide annual
turnover would be possible in cases of serious non-compliance.

It is clear that many jurisdictions are interested in regulating aspects of AI-enabled
decision system sales and use. Whereas Canada was a leader in this area when the federal
Directive was introduced in 2019, we are now falling behind as other jurisdictions push
ahead with proposals having much broader potential impact.

4. Part III: Understandings of "transparency": implications for policy and a
role for AI experts

A review of existing and developing guidance documents reveals what appears to be a
significant gap between the average citizen’s understanding of AI transparency and what is
being offered by governments. While this gap is not new, it does raise the question of where
the bar for transparency should be set in relation to AI-enabled decision tools.

Institutions are not consistently open to sharing the details of their decision-making,
regardless of whether the tools are AI enabled or simply a departmental manual. At one
level this is understandable: expert individuals and teams need to be able to do their work
efficiently, without the obligation to explain approaches which frequently involve complex
expert knowledge and the delicate balancing of diverse demands. Complete openness could
require a radical change to many operational models, with huge implications for resourcing.
At the same time, individuals seriously impacted by a decision have a legitimate interest in
knowing how that specific decision was made and what factors went into it.

In considering options to address the gaps between citizen expectations and historical
practice on ADM transparency, one must not lose sight of the legitimacy of certain claims
to limit disclosure. Full assessment of such claims requires expertise in both the technology
and the law. At the same time, processes which require individuals to pay expensive technical
and legal experts will leave the most vulnerable populations unprotected.

A tribunal with the authority and expertise to confidentially review materials that insti-
tutions do not want to reveal to individuals could produce better, more informed decisions.
For example, the tribunal might order disclosure of parts of the code, data, or design in-
formation in question, or perhaps could even carry out its own assessment of the risk of a
particular kind of bias in an algorithm. Public funding for technical and legal research ca-
pacity within these tribunals would reduce individual financial barriers to access, increasing
accessibility for vulnerable populations and overall effectiveness.

Thus, in a world of excellent transparency, adoption and use of AI-enabled tools would
involve at least three factors, applied in an objective and risk-based manner:

(1) Technical explainability of systems (where possible)
(2) Requirements with respect to independent reviews of systems and related data and

open publication of the resulting reports
(3) Independent expert tribunals with the authority and resourcing to investigate and

address individual concerns, including remedies and penalties

Approaches like the one proposed in Europe come with costs, including slower product
releases, increased regulatory burden, and the possibility that some tools may never be
introduced into the jurisdiction. Ultimately, each society will need to balance the risks and
costs of various approaches, as well as their obligations to protect the rights of individuals
and groups.
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Governments in Canada are not likely to achieve an ideal transparency system in the near
term. Thus, individuals seeking to challenge AI-enabled decisions can expect to encounter
the same obstacles previously encountered in relation to algorithmic and statistical tools.

There are ways in which both experts and non-experts can lay the groundwork for chal-
lenges to AI-enabled decisions during what is likely to be a long transitional period. As we
have seen, both privacy and freedom of information laws provide some limited means for
individuals to challenge incorrect data used in or produced by AI-enabled systems. These
laws also provide access points for the gathering of relevant information. For example, the
viewpoints and opinions of government officials conducting assessments of AI tools will nor-
mally be disclosable (except where they reveal the actual information supplied by the third
party). Additionally, information on how the government carries out its approval processes
is generally disclosable![45]. Taken together, such information could provide insights into the
systems in use and could support further challenges, raising awareness and public pressure
to improve shortcomings in some tools.

Contracting practices are another key area for attention, particularly in respect of con-
tract terms on confidentiality. In one case, system error reports prepared in part by city
staff were found to contain confidential information of the software vendor![46]. While con-
fidentiality claims will continue to occur, careful and informed contacting can help prevent
over-reach by vendors. To the extent that claims of confidentiality can be limited to only
key software components, it will be easier for individuals to access information and challenge
decisions.

The AI community is well positioned to contribute to increases in policy and legal trans-
parency, in addition to their ongoing good work on technical aspects of transparency. Areas
for further engagement include: (a) increasing the availability, findability, and identifiability
of non-proprietary code elements and data to aid in restricting the scope of vendor claims
that their products are entirely confidential; and, (b) publicly reporting shortcomings of
AI-enabled tools and their impacts in AI-enabled systems to aid those seeking to challenge
decisions. Additionally, as open source licences evolve, augmentation of licence terms to
strengthen requirements for disclosure of specific open source components would help to
chip away at over-reaching claims of confidentiality.

Conclusions

AI-enabled tools may be new, but questions of transparency in algorithmic decision-
making are not. Historically, individuals affected by algorithmic decision-making have not
experienced the level of transparency that many appear to expect in relation to new AI-
enabled systems. Legal requirements supporting transparency are needed, as are expert
tribunals with the authority and resources to hold institutions accountable for their use of
AI-enabled tools, and to fully investigate and make findings on complaints by individuals.

Ongoing contributions by AI researchers and others in the area of explainability, open
source software, and open data repositories will support progress in this area. Going for-
ward, a continuation of these efforts, and a sharpening of procurement and open source
software licence terms to require more detailed disclosure regarding components used will
continue to advance transparency. Furthermore, governments will be consulting and propos-
ing approaches to this issue. All those interested in AI should ensure that their voices are
heard as these discussions continue.
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