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1. Introduction

This project is part of a larger research program looking to define, detect and predict dan-
gerous polypharmacy cases, or situations where the prescription of multiple medications has
unexpected negative consequences. The main objective of this project is to find interesting
association rules between combinations of drugs and health outcomes.

2. Background

Association rule mining is related to frequent pattern mining first introduced by Agar-
wal [1], where the main goal was to find predictive relationships between items in a trans-
actional database. An association rule is an implication of the form:

A : [item1, item2, item3] ⇒ C : [item4, item5].

which means that, if the items in the antecedent A (left-hand side) are observed, then the
items in the consequent C (right-hand side) will also be observed.
To mine association rules, most algorithms mainly use two metrics, the support of a rule:
P (A,C), and its confidence: P (A,C)

P (A) . This framework has several well-known flaws [2], the
main one being the tremendous amount of acceptable but uninteresting, obvious or mis-
leading rules produced by the algorithm which decrease the usefulness of those solutions,
especially in a big-data context.

An additional challenge comes from the computational efficiency of the rule-mining algo-
rithms. Given the large number of items and transactions found in databases, rule-mining
can suffer from dimensionality issues. Many algorithms have been proposed to circumvent
this issue [3–6], for example by changing the representation of the database from horizon-
tal to vertical, or by creating parallelizable versions [7, 8] or GPU-optimized versions of
popular and efficient algorithms like Apriori and FPGrowth [9]. Another solution, which
has been used with good results, is to use evolutionary algorithms, which can scale up to
high-dimensional problems more easily [10–16].

3. Research Plan

The main goal of this research project is to apply an association rule mining algorithm on
a healthcare data set [17]. The dataset in question is from Québec, and documents 2 million
individuals (rows of the dataset) taking a combination of 3,000 prescription drugs and more
than 10,000 medical diagnoses over 20 years (columns of the dataset), along with their health
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outcomes. Using such a massive dataset will exacerbate the rule-mining problems mentioned
previously: the number of uninteresting rules discovered will be massive, and a deterministic
algorithm will not be able to complete the work in a reasonable time. Furthermore, we want
our rules to be easily usable and different one from each other, so we need to deal with
conciseness and peculiarity [18], thus we decide to use a multi-objective algorithm. Our
algorithm must be able to mine positive and negative rules, because negative rules are
required by the pharmaceutical side of our project. Moreover the order in which patient
take drugs is significant and needs to be considered, so we need sequence in the antecedent
side of the rules in place of itemset.

First of all, with an aim of finding a fitness function for our final metaheuristic we
performed a comparison of several interestingness measures (IM). In order to limit the
number of rules discovered and preserve the interpretability of the results, many authors
suggest using an IM to rank and select the best laws [18–20]. In addition to support and
confidence, a large number of IM have been created, each one trying to filter out rules
that are not predictive enough, repetitive, or otherwise uninteresting, either generally or
for a specific application. For our project, we have decided to do a comparative study of
16 different well established IM [18], to determine which one is most appropriate to our
problem. To conduct these experiments, we will use a synthetic dataset which will allow us
to control the items and rules to be discovered, as well as five real classification datasets. We
will be able to compare the usefulness of the metrics in various situations that may occur
in our healthcare dataset, such as various levels of class imbalance, various level of noise,
overlap between classes and sparsity in the dataset, etc.

For our first test, we focused on each IM’s tolerance to noise in the data. To do this, we
have decided to study the predictive power of rules generate in consideration for a specific
measure [21], and how this predictive power reacts to an increase amount of noise in the
data [22]. We discover rules using support, confidence and FP-growth, next we keep only
rules with the class label in the consequent, then we rank the rules by IM and keep the best
100 for each class, then using a weighted sum we try to predict the class for each row in the
noiseless dataset. We repeat these steps while adding an increasing amount of noise in the
dataset, except we try to predict noiseless data class with laws discovered from the noisy
dataset. Finally, we will choose the most stable IM facing each of our experiments.

Our second objective will be to test the ability of several multi-objective meta-heuristic
to mine interesting association rules, in terms of computational efficiency and quality of
returned laws. For such experiment we will choose state-of-the-art algorithms like genetic
algorithms, genetic programming, firefly algorithms, PSO [16, 23–30] and possibly purpose
our own. This experiment will allow us to choose the best algorithm to use in our project.

The main cost in terms of resources in an association rules mining algorithm is the
computing of the IM. The performance of this kind of calculation is highly dependent on
representation of the data and of the individuals in case of an evolutionary algorithm. So
we will test the previously chosen algorithm in massive database, and if result show that
the algorithm isn’t efficient enough we will consider the usage of GPU computing and thus
choose a representation suitable for GPU [31] for the database and the population. We will
also consider parallelization strategies [15, 32]. In this step we will also fine tune the chosen
algorithm in order to mine sequence rules. Finally, we will use our scaled up algorithms on
our healthcare dataset and provide the rules to the pharmaceutical side of the project.
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