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Both daily and non-daily smokers find it difficult to quit smoking long-term. One factor associated
with addictive behavior is attentional bias, but previous research in daily and non-daily smokers
found inconsistent results and did not report the reliability of their cognitive tasks. Using an
online sample, we compared daily (n = 106) and non-daily (n = 60) smokers in their attentional
bias towards smoking pictures. Participants completed a visual probe task with two picture
presentation times: 200ms and 500ms. In confirmatory analyses, there were no significant
effects of interest, and in exploratory analyses, equivalence testing showed the effects were
statistically equivalent to zero. The reliability of the visual probe task was poor, meaning it
should not be used for repeated testing or investigating individual differences. The results can
be interpreted in line with contemporary theories of attentional bias where there are unlikely to
be stable trait-like differences between smoking groups. Future research in attentional bias
should focus on state-level differences using more reliable measures than the visual probe task.

Keywords attentional bias, daily smokers, non-daily smokers, visual probe task, equivalence testing

Historically, smokers have been treated as
a single homogeneous group (Shiffman,

2009), but there are fundamental differences
in the smoking habits and motives of daily and
non-daily smokers (Shiffman, Dunbar, et al.,
2012; Shiffman, Tindle, et al., 2012). Non-daily
smokers make up 13 to 36% of smokers across
Europe and the United States (Bogdanovica et
al., 2011; Kotz et al., 2012; Tindle & Shiffman,
2011) and non-daily smoking has typically been
the most prevalent pattern in ethnic minor-
ity groups (Fagan & Rigotti, 2009; Tong et al.,
2006). Whereas daily smokers cite negative re-
inforcers such as avoiding nicotine withdrawal
as the key motivators, non-daily smokers cite
positive reinforcers such as smoking around
friends and alcohol (Shiffman, Dunbar, et al.,
2012; Shiffman et al., 2014). Despite these
differences, 77 to 92% of daily smokers and
74 to 83% of non-daily smokers relapse within
90 days of an attempt to quit (Bogdanovica et
al., 2011; Kotz et al., 2012; Tindle & Shiffman,
2011), showing both groups find it difficult to
quit smoking long-term. This means it is impor-

tant to investigate potential factors associated
with smoking behavior.
One factor is attentional bias, which is the

tendency to fixate on cues associated with
smoking. Attentional bias is the product of a
classical conditioning process where smokers
develop conditioned responses to substance-
related cues through repeated exposure (Field
& Cox, 2008). Theoretical models of atten-
tional bias suggest it has a reciprocal relation-
ship with craving and are supported by a meta-
analysis showing there is a small positive re-
lationship (Field et al., 2009). In situations
where cigarettes are available, cues associated
with smoking grab attention and induce crav-
ing, which further drives attentional bias. Up-
dated theories of attentional bias emphasize
the role of momentary evaluations of smoking
cues, meaning the levels of attentional bias and
craving fluctuate over time, and describe at-
tempts to extinguish the conditioned response
through attentional bias modification (Field et
al., 2016). Consistent with theoretical models
that suggest attentional bias is the result of
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Take-home Message

In previous research using the visual probe task, some stud-

ies found that attentional bias towards smoking cues was

greater in daily smokers, while others found attentional bias

was greater in non-daily smokers. In our study, we found

no meaningful difference using the traditional approach of

analyzing differences in response times. Our visual probe

task also showed poor reliability, meaning response time

outcomes from the task should not be used when studying

individual differences or measuring changes in attentional

bias across repeated measurements.

repeated exposure to smoking cues, smokers
as a single group consistently show greater
attentional bias towards smoking cues than
non-smokers (Baschnagel, 2013; Ehrman et
al., 2002; Kang et al., 2012; Mogg et al., 2003).
However, there are contrasting expectations
and findings on how lighter and heavier smok-
ers1 differ in attentional bias.
On the one hand, lighter smokers should

show greater attentional bias than heavier
smokers since they rarely show signs of nico-
tine dependence. Thus, the presence of
smoking-related cues would be required to in-
duce craving and motivate substance use. In
support of this argument, some studies found
that lighter smokers exhibit greater attentional
bias than heavier smokers (Bradley et al., 2003;
Hogarth et al., 2003; Mogg et al., 2005).
On the other hand, the argument could

be made that heavier smokers should show
greater attentional bias than lighter smokers
since the conditioned response to smoking-
related cues should be stronger due to re-
peated exposure. There is also evidence for
this view as some studies have found that heav-
ier smokers show greater attentional bias than
lighter smokers (Chanon et al., 2010; Vollstädt-
Klein et al., 2011; Zack et al., 2001). Collec-
tively, these studies show that smokers consis-
tently display greater attentional bias towards
smoking cues than non-smokers, but it is not

1Note, we refer to lighter and heavier smokers here as
the studies used different definitions. In our study, we
operationalize the groups as daily and non-daily smokers.

clear whether lighter or heavier smokers show
greater attentional bias.
To address this inconsistency, the current

study focused on comparing attentional bias
towards smoking cues in daily and non-daily
smokers. While most studies use the visual
probe task to measure attentional bias, their
relatively small sample sizes and inconsistent
research design features complicate drawing
conclusions from the mixed findings. There-
fore, we used a much larger sample size than
previous studies andmanipulated different fea-
tures of the visual probe task.
The visual probe task infers attention

through differences in response time (RT). Two
images are presented and when they disap-
pear, the participant is required to indicate
the location of a small probe that replaces
one of the images. Faster RTs to particular
stimuli reflect selective attention (Field & Cox,
2008), but as the location of attention is in-
ferred through differences in RT after the stim-
uli disappear, the presentation time can bema-
nipulated. Short Stimulus Onset Asynchronies
(SOA) of 200ms or less measure involuntary at-
tentional processes (Field & Cox, 2008). Longer
SOAs of 500ms or more target voluntary atten-
tion because there is enough time to make
multiple fixations. Previous research used sin-
gle longer SOAs of 500ms (Vollstädt-Klein et al.,
2011) and 2000ms (Hogarth et al., 2003; Mogg
et al., 2005). None of the studies used a very
short SOA to measure more involuntary atten-
tional processes. Chanon et al. (2010) found
that, in comparison to non-smokers, smokers’
attentional bias was greater under 200ms con-
ditions than a 550ms condition. To investigate
the discrepancy in results between daily and
non-daily smokers, this study used two SOAs
of 200ms and 500ms.
A final consideration of our study was to eval-

uate and report the internal consistency of the
visual probe task. There is growing awareness
that the reliability of cognitive tasks should be
taken seriously (Parsons et al., 2019; Penning-
ton et al., 2021), but reliability has a different
meaning depending on the context. For exper-
imental measures to be reliable, we want to
consistently observe effects between groups
or conditions, but for correlational measures
to be reliable, we want to consistently rank indi-
viduals (Hedge et al., 2018). This means the at-
tributes of experimental measures may not be
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compatible with the requirements for reliable
correlation research. As researchers often use
the visual probe task as a measurement in cog-
nitive bias modification procedures, it must be
reliable to detect any changes across time. Pre-
vious attempts at evaluating the internal con-
sistency of the visual probe task have been dis-
appointing (Ataya et al., 2012; Schmukle, 2005;
Waechter et al., 2014). Therefore, we are fol-
lowing recommendations to habitually report
the reliability of cognitive tasks (Parsons et al.,
2019), even when that is not the focus of the
study.
The protocol and hypotheses for this project

were pre-registered on the Open Science
Framework (OSF; https:/ / osf.io/ t3xw8/ ).
Given the relevance of smoking cues for non-
daily smokers and the results from previously
unpublished research, we hypothesized that
non-daily smokers would show greater atten-
tional bias than daily smokers. There was no a
priori hypothesis for the effect of the SOA con-
dition. This means that, though we expected
non-daily smokers to show greater attentional
bias than daily smokers, it was not clear what
the difference in magnitude would be under
different SOA conditions.

Method

Design

We used a 2 x 2 mixed design with one
between-subjects independent variable (IV) of
smoking group with two levels: daily and non-
daily smokers. Participants responded to the
question “Do you usually smoke cigarettes ev-
ery day?”. Non-daily smokers responded “No”
and daily smokers responded “Yes”. There was
one within-subjects IV of the visual probe task
SOA, which had two levels: 200ms and 500ms.
The dependent variable (DV) was the atten-
tional bias index (ms) calculated by subtracting
the mean RT to smoking trials from the mean
RT to non-smoking trials. Consequently, posi-
tive values would indicate greater attentional
bias towards smoking cues.

Participants and Sample Size Calculation

We collected data online using Prolific where
inclusion criteria consisted of: participants
should have normal or corrected-normal vi-
sion; be between the ages of 18 to 60; and

smoke at least one cigarette per week or four
cigarettes per month.
We simulated a power analysis to justify the

sample size. We set the smallest effect size
of interest based on a previously unpublished
study (Bartlett, 2020) where the mean differ-
ence in attentional bias score between smok-
ing groups was 6.13ms (95% confidence inter-
val (CI) = [-5.27, 17.53]) for a 200ms SOA and
11.35ms (95% CI = [-4.51, 27.21]) for a 500ms
SOA. However, we also consulted previous re-
search due to the wide confidence intervals.
The smallest known effects for a 200ms SOA
were 5ms (Chanon et al., 2010) and 11ms for a
500ms SOA (Bradley et al., 2003). Our smallest
effect sizes of interest were 5ms (200ms) and
10ms (500ms), and a conservative standard de-
viation of 20ms based on Vollstädt-Klein et al.
(2011).
These values were used to conduct a simu-

lated power analysis for a 2 x 2 mixed ANOVA
using R (code available on the OSF; https://o
sf.io/ t3xw8/ ). We expected non-daily smok-
ers to display greater attentional bias towards
smoking images than daily smokers. We set
the conditions of the power analysis as non-
daily smokers having a 5ms (200ms) and 10ms
(500ms) greater mean difference than daily
smokers. For each condition, the values were
sampled from a normal distribution with a stan-
dard deviation of 20ms. The sample size for
each smoking group was increased from 10 (N
= 20) to 150 (N = 300) in steps of 10, with each
step repeating 10,000 times. The final sample
size target was 60 per group (N = 120) as we
reached 80% power (α = .05) between 50 and
60 participants per group.

Materials

Fagerström Test for Cigarette Dependence
(FTCD)

The FTCD (Fagerström, 2012; Heatherton et
al., 1991) was used as a self-report measure
of nicotine dependence. The Cronbach’s al-
pha estimate (bootstrapped using 10,000 iter-
ations) in this sample was higher than in previ-
ous research, α = .74, 95% CI = [.67, .8].

Visual Probe Task

We used Gorilla (Anwyl-Irvine et al., 2019) to
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present the visual probe task online and the
task is available on the open materials page to
preview or clone (https://gorilla.sc/openmater
ials/85021).

Figure 1 Diagram showing the trial procedure of the visual probe
task. Each trial started with a fixation cross lasting 250ms. The
fixation cross is then flanked by one of the stimulus pairs on the
left and right. The stimuli remained on the screen for 200ms or
500ms depending on the SOA condition. The stimuli disappear
and one image is replaced with a small dot. Participants had up to
2000ms to respond whether the dot was on the left or right. The
next trial started with a new blank fixation cross.

Table 1 Mean (SD) values for participant characteristics and scale
scores.

Non-Daily Smokers Daily Smokers

Age 28.68 (7.71) 31.84 (9.7)

% female 46.67% 26.42%

% white 93% 92%

FTCD 0.52 (1.31) 2.58 (2.17)

Cigarettes per day 2.38 (2.74) 8.59 (6.41)

Age started to smoke 18.51 (3.65) 17.93 (3.47)

Time since last cigarette
(minutes)*

2880 (4590) 60 (633.75)

Note. *Due to large skew, these values represent the median and
IQR.

Each trial started with a 250ms central fixa-
tion cross before two images were presented

horizontally to the left and right. The content
and duration of the two images was controlled
by two variables: trial type and SOA. Trial type
consisted of three conditions (neutral, smoking,
or non-smoking) while SOA consisted of two
conditions (200ms or 500ms). At picture offset,
a small dot appeared in the location vacated
by one of the images. The dot remained on the
screen until the participant responded either
left (Z key) or right (M key). After the partici-
pant responded the next trial began, with the
screen containing only the fixation cross. The
trial procedure is shown visually in Figure 1.
The trial type condition was based on 16 im-

age pairs for neutral trials and 16 image pairs
for smoking and non-smoking trials, meaning
32 unique image pairs in total. For neutral tri-
als, the dot replaced either of the neutral image
pairs. For smoking trials, the dot replaced a
smoking image presented next to a matched
non-smoking image. For non-smoking trials,
the dot replaced a non-smoking image pre-
sented next to a smoking image.
We used 16 image pairs from the Interna-

tional Affective Picture System (Lang et al.,
2008) for the neutral trials. We developed a
series of matching smoking and non-smoking
images for the smoking and non-smoking trials
(Bartlett, 2020). The list of IAPS images is avail-
able on the OSF project (https://osf.io/fwud6
/), and our smoking/non-smoking images are
available on the Gorilla open materials page.
The trial order was randomized with each

picture pair presented four times to cover each
combination of image (left and right) and dot
location (left and right). This combination de-
termined the trial type condition, where a left
smoking image, right non-smoking image, and
left dot would produce a smoking trial. For
each picture pair, this process was repeated
twice for each SOA condition, producing 384
trials split into two blocks with 64 trials in each
SOA and trial type condition.

Procedure

We provided participants with an information
sheet, and they provided informed consent
by ticking a box. This study was approved by
the Ethical Approval board of the Faculty of
Health and Life Sciences at Coventry University,
United Kingdom (project reference number
P88261). Participants completed a short ques-
tionnaire on their demographic information,
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Figure 2 Two different measures of nicotine dependence: (A)
number of cigarettes per day, and (B) FTCD score. The data are
presented as raincloud plots (Allen et al., 2019). The top element
for each group represents the distribution of scores through the
density. The bottom element presents the individual data points
with a superimposed boxplot.

smoking habits, and the FTCD. The next page
contained the visual probe task which began
with a set of instructions asking the participant
to complete the task in a quiet environment
free of distractions. Participants completed
12 practice trials which provided feedback on
their responses and overall accuracy. After the
task, participants reported whether they ex-
perienced any technical issues, whether they
used an ineligible device, and if they had com-
pleted the study before. Like Clifford and Jerit
(2014), we asked participants if they had any
distractions while they completed the study
such as listening to music. Finally, participants
read a debriefing sheet before they were redi-
rected to Prolific. If the participants success-
fully reached the end of the study, they were
paid £2.

Results

Participant Attrition and Demographics

In total, 218 people accessed the study, 205 of
whom completed the experiment and received
payment. The final sample was 166 after ap-
plying exclusion criteria: 60 non-daily and 106
daily smokers. Participants were excluded for
having fewer than 50% of the possible trials
(n = 4), experiencing technical issues (n = 16),
reporting to smoke every day but not every
week (n = 3), and not smoking in the past four
weeks (n = 19). The total number of exclusions
equals 42 as some participants met more than
one criterion.
Table 1 displays the demographic informa-

tion of the selected participants. Daily smok-
ers smoked more cigarettes per day and had
a higher FTCD score than non-daily smokers.
Non-daily smokers clearly displayed infrequent
smoking behavior as the median time since
their last cigarette was 48 hours compared to
only 1 hour for daily smokers. Figure 2 shows
the distribution of FTCD scores and cigarettes
per day.

Data Processing

The R code for all analyses is available on the
OSF (https:/ / osf.io/ gm4jr/ ). We removed
incorrect responses in addition to responses
faster than 200ms as they represent preemp-
tive responses. We considered outliers to be
any response outside 2.5 times the median ab-
solute deviation for each participant, SOA, and
trial condition (Leys et al., 2013). This meant
we removed 9.72% of the total possible trials,
with the median number of excluded trials for
each participant being 23 (range 7 - 98).
For the confirmatory analyses, we focused

on smoking/non-smoking image pairs and
excluded the neutral pairs. Originally, we
planned on conducting exploratory analyses
to create orienting and disengagement indices
(Salemink et al., 2007) by subtracting the mean
RT to neutral trials from smoking trials (orient-
ing) or non-smoking trials (disengagement), but
a coding error meant we did not have match-
ing numbers of neutral trials in the 200ms and
500ms SOA conditions. Therefore, we focused
on our confirmatory analyses and excluded
neutral trials.
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Figure 3 Interaction plot showing the mean attentional bias index
for daily and non-daily smokers by SOA condition. The error bars
represent the 95% CI around the mean. Positive values indicate
greater attentional bias towards smoking cues. The grey points
show the individual scores per condition.

After removing outliers, we calculated the
mean RT to probes that replaced non-smoking
images and the mean RT to probes that re-
placed smoking images. We then calculated
the difference between these two values as our
attentional bias index (non-smoking - smoking),
where positive values mean faster average re-
sponses to smoking images. For each partic-
ipant, this produced two values: one for the
attentional bias index using a 200ms SOA and
one for a 500ms SOA.

Confirmatory Analyses: Attentional Bias
Towards Smoking Cues

The mean (SD) attentional bias index in the
200ms SOA condition was 1.95ms (22.31) for
daily smokers and -0.30ms (18.57) for non-
daily smokers. In the 500ms SOA condition,
the mean bias index was 0.21ms (21.93) for
daily smokers and -2.06ms (12.67) for non-daily
smokers. This was in the opposite direction to
our hypothesis as we expected non-daily smok-
ers to display greater attentional bias towards
smoking images than daily smokers. The de-
tailed results are displayed in Figure 3.
We used a 2 x 2 mixed ANOVA with SOA

as a within-subjects IV and smoking group as

a between-subjects IV. The mean attentional
bias index was the DV. There was not a signifi-
cant effect of SOA (F (1, 164) = 0.58, p (1, 164)
= 0.58, p = .448, η̂2

G = .002) or smoking group (F
(1, 164) = 0.58,p (1, 164) = 0.97, p = .325, η̂2

G =
.003). There was also no significant interaction
between the two factors, F (1, 164) = 0.58, p (1,
164) = 0.01, p = .996, η̂2

G < .001. These results
do not support our prediction that non-daily
smokers show greater attentional bias towards
smoking images than daily smokers.

Exploratory Analyses: No Meaningful Differ-
ence in Attentional Bias

To demonstrate there was no meaningful dif-
ference between daily and non-daily smokers,
we performed equivalence testing on the two
comparisons of interest: the difference be-
tween daily and non-daily smokers at each
SOA condition. One cannot directly provide
evidence in favor of the null hypothesis using
traditional null hypothesis significance testing.
Equivalence testing applies two one-sided tests
to user-defined boundaries representing ef-
fects considered too small to be practically or
theoretically meaningful (Lakens et al., 2018).
If both tests are statistically significant, one can
conclude that the observed effect size is statis-
tically equivalent to zero based on the bound-
aries.
There are different approaches to setting

the boundaries for your smallest effect size of
interest. We used Cohen’s d = ±0.41 based
on the small telescopes method (Lakens et al.,
2018). The small telescopes method uses a
sensitivity power analysis where you enter the
sample size of a target study and calculatewhat
effect size it would have 33% power to detect.
In our case, we used two groups of 25 and
26 participants based on Vollstädt-Klein et al.
(2011), which would have 33% power to de-
tect an effect size of d = ±0.41 (α = .05). The
small telescopes method is appropriate when
previous research did not define their smallest
effect size of interest, so it represents the ef-
fect size large enough to be detectable in the
original study (Simonsohn, 2015). Considering
alternative choices for the effect size bound-
aries, our conclusions below hold when we use
the larger effect size from our power analysis
(10ms) but not when we use the smaller effect
size (5ms). Because we are arguing differences
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Figure 4 The thin vertical lines show the mean difference in
attentional bias index between daily and non-daily smokers in each
SOA condition. The thick horizontal black lines represent the 90%
CI for the two one-sided test procedure. The thin horizontal black
lines represent the 95% CI. The dashed vertical lines represent the
equivalence boundaries in raw scores.

in attentional bias in daily and non-daily smok-
ers may be smaller than reported in previous
research, we focus on the results using the
small telescopes method.
For the 200ms SOA condition, the two one-

sided test procedure was significant, demon-
strating that the difference in attentional bias
towards smoking images between daily and
non-daily smokers was statistically equivalent
to zero, t (141.65) = -1.91, p = .029. Sim-
ilarly, the 500ms SOA condition was statis-
tically equivalent to zero, t (163.91) = -1.89,
p = .03. The equivalence testing procedure
is presented in Figure 4, showing that the 90%
CI around the mean difference crosses zero,
but does not cross the effect size boundaries
of d = ±.41 (expressed here in raw units).

Exploratory Analyses: Including trial type as
an additional IV

In our preregistration protocol, we focused on
the attentional bias index as our outcome for
confirmatory analyses, calculating it from the
difference between smoking and neutral trials.
While there were no meaningful differences
between smoking groups, both peer-reviewers

questioned whether participants first showed
an attentional bias effect towards smoking im-
ages. Therefore, we performed exploratory
analyses where we included trial type as an ad-
ditional within-subjects IV instead of calculating
the difference in RT between each condition.
We used a 2 x 2 x 2mixed ANOVA using RT as

our DV, trial type and SOA as within-subject IVs,
and smoking group as a between-subjects IV.
The only significant effect was SOA (F (1, 164)
= 13.03, p < .001, η̂2

G = .002), which in isolation
is not theoretically meaningful to us. None of
the other effects were statistically significant.
Although there were no significant effects

including trial type, we quantified whether par-
ticipants showed an attentional bias effect to-
wards smoking images using the persons as
effect sizes approach (Grice et al., 2020). In-
stead of calculating a blanket mean difference
between groups or conditions, one could quan-
tify how many participants behaved consistent
with theoretical predictions. In this context,
we can ask how many participants showed
faster RTs to smoking trials compared to non-
smoking trials.
For each participant, we coded whether the

difference in RT was negative (faster average
responses to non-smoking images) or posi-
tive (faster average responses to smoking im-
ages), then calculated the percentage of par-
ticipants showing a positive effect for each
smoking group and SOA condition. Half (50%)
of daily smokers in the 200ms and 52.83%
in the 500ms SOA condition showed faster
responses to smoking images. In contrast,
53.33% of non-daily smokers in the 200ms SOA
condition showed faster responses to smok-
ing images, while 43.33% responded faster to
smoking images in the 500ms SOA condition,
suggestingmore participants responded faster
to non-smoking images. We visualized these
results in Figure 5 where each line represents
a participant and the color shows whether they
responded faster to smoking or non-smoking
images for each SOA condition and smoking
group. Collectively, these exploratory analyses
suggest participants did not display the pre-
dicted attentional bias effect towards smoking
images.
Exploratory Analyses: Visual Probe Task
Reliability
Across the 16 smoking and non-smoking stim-
ulus pairs, we calculated Cronbach’s alpha for
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Figure 5 A dot plot visualizing whether each participant showed
the predicted attentional bias effect towards smoking images.
Each line represents one participant where their average RT to
non-smoking and smoking images is connected. Positive slopes
(purple lines) show participants who responded faster on average
to non-smoking images while negative slopes (orange lines) show
participants who responded faster on average to smoking images.
Each panel represents the combination of smoking group and SOA
condition.

the attentional bias index which was poor for
both the 200ms (α = .29, 95% CI = [.00, .58])
and 500ms (α = .19, 95% CI = [.00, .42]) SOA
conditions.
We reported internal consistency estimates

for comparison with previous studies, but
these assume the items or trials are presented
in the same order (Parsons et al., 2019). As
cognitive tasks randomize trials, internal con-
sistency may not be the best approach. An
alternative is a permutation approach to calcu-
lating split-half reliability (Parsons, 2020). This
randomly splits the data set into two halves
many times and calculates the average correla-
tion between each half. Using 5000 iterations,
poor reliability was also reflected in the split-
half estimate (corrected using the Spearman-
Brown formula) for the 200ms (r = .56, 95% CI
= [.37, .7]) and 500ms (r = .47, 95% CI = [.27,
.62]) SOA conditions.

Discussion

We hypothesized that non-daily smokers

would display greater attentional bias towards
smoking cues than daily smokers. Existing
literature showed ambiguous results. Some
studies found that non-daily smokers exhib-
ited greater attentional bias (Bradley et al.,
2003; Hogarth et al., 2003; Mogg et al., 2005),
whereas others found that daily smokers dis-
played greater attentional bias (Chanon et al.,
2010; Vollstädt-Klein et al., 2011; Zack et al.,
2001). Using traditional methods that calcu-
late an attentional bias index from average dif-
ferences in RT, the current study found no sig-
nificant differences, with equivalence testing
showing that there was no meaningful differ-
ence in attentional bias in daily and non-daily
smokers.
We may have found null results as previous

research could have problems with inflated
effect sizes due to low statistical power. The
previous largest sample was 51 smokers in
Vollstädt-Klein et al. (2011). Splitting these into
25 and 26 participants, a sensitivity power anal-
ysis indicates that this sample size would be
sensitive to detect effect sizes of Cohen’s d =
0.80 (α = .05, power = .80). Incidentally, Schäfer
and Schwarz (2019) showed that the median
Cohen’s d in a random selection of 684 non-
pre-registered articles was 0.80. In the long
run, our study would have 99.80% power to
detect an effect size of d = 0.80. Therefore, it is
unlikely the effect size between daily and non-
daily smokers is this large; if it was, we would
have had enough power to detect it. Our study
had the largest known sample size to investi-
gate attentional bias with 60 non-daily smok-
ers and 106 daily smokers. A sensitivity power
analysis shows that this was sensitive to de-
tect effect sizes of Cohen’s d = 0.46. Our study
was sensitive to detect an effect size of almost
half the size of Vollstädt-Klein et al. (2011). Yet
our results were statistically equivalent to zero,
meaning there may not be a meaningful dif-
ference in attentional bias between smoking
groups, at least in its current implementation
where the effect is assumed to represent sta-
ble trait-like group differences.
Contemporary theories suggest attentional

bias may not be a trait-like phenomenon
that can produce stable differences between
groups. Field et al. (2016) suggested that atten-
tional bias varies depending on how substance
cues are being evaluated. This theory suggests
that rather than being a stable trait between
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groups, attentional bias fluctuates with the in-
centive value of a cue, making within-group
differences more important. Begh et al. (2016)
found that laboratory measures like the visual
probe task did not predict smoking behavior
in the real-world. However, ecological momen-
tary assessment of craving and awareness of
smoking cues did predict smoking behavior.
Therefore, the null results in our studymay be a
product of the fluctuating nature of attentional
bias (Field et al., 2016). In smaller samples, at-
tentional bias could fluctuate one way or the
other, but in larger samples (like our study) the
differences could cancel out and converge to
a mean difference around zero. Therefore, fu-
ture research may benefit from investigating
which factors affect the momentary evaluation
of substance cues and the subsequent expres-
sion of attentional bias.
Using the visual probe task to measure fac-

tors that affect the momentary evaluation of
substance cues may be problematic, though.
There are vocal critics of the task due to
its questionable level of internal consistency
(Ataya et al., 2012; Schmukle, 2005; Waechter
et al., 2014). Our study also had suboptimal
levels of internal consistency and split-half reli-
ability. Researchers rarely report the reliability
of cognitive tasks unless it is the focus of the
article (Parsons et al., 2019), which means it is
difficult to assess how reliable the tasks were
in previous smoking research. Experimental
measures are designed to produce reliable dif-
ferences between groups or condition, not con-
sistently rank individuals (Hedge et al., 2018).
This means if researchers plan to use the vi-

Original Purpose

Daily and non-daily smokers have different habits and mo-

tives but both groups find it difficult to quit smoking long-

term. As attentional bias may be associated with addictive

behavior, we used the visual probe task to compare daily

and non-daily smokers. We predicted that non-daily smok-

ers would show greater attentional bias towards smoking

images than daily smokers. If non-daily smokers showed

greater attentional bias, it would help to explain why they

find it difficult to quit smoking while showing fewer signs of

nicotine dependence.

sual probe task across multiple measurements
- such as in cognitive bias modification or the
evaluation of substance cues - its poor relia-
bility is problematic. Future research should
consider using eye-tracking as a direct mea-
sure of attentional bias as it produces larger
effect sizes (Field et al., 2009), has higher inter-
nal consistency (Price et al., 2015), and higher
criterion validity (Soleymani et al., 2020).

Limitations

Our sample may have been more diverse in
age and education than typical undergradu-
ate samples, but it still contained predomi-
nantly white participants. Non-daily smoking
is more prevalent in ethnic minority groups
(Fagan & Rigotti, 2009; Levy et al., 2009) and
the health implications of smoking dispropor-
tionately affect non-white smokers (St.Helen
et al., 2019). Therefore, future research would
benefit from recruiting a larger proportion of
non-white smokers for the results to generalize
beyond mostly white smokers.
The online nature of the study meant par-

ticipants’ smoking levels could not be verified
objectively using measures like Carbon Monox-
ide (Wray et al., 2016), but Ramo et al. (2011)
demonstrated that smoking-related informa-
tion collected online has good reliability and
validity. Relatedly, as participants completed
the study online, there was no control over
their smoking behavior before and during the
study. This led to idiosyncrasies as some smok-
ers reported smoking while they were complet-
ing the study. Although this may represent a
more naturalistic environment for the smok-
ers, our study had less control over smokers’
deprivation levels.

Conclusion

The purpose of our study was to investigate
the conflict in attentional bias results between
daily and non-daily smokers. We expected non-
daily smokers to show greater attentional bias
towards smoking images than daily smokers.
Greater attentional bias in non-daily smokers
would have helped to explain why they find it
difficult to quit smoking while showing fewer
signs of nicotine dependence. However, there
were no significant effects and using equiv-
alence testing, we found that there was no
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meaningful difference in attentional bias be-
tween daily and non-daily smokers. The results
can be interpreted in line with contemporary
theories of attentional bias where there may
not be stable trait-level differences between
smoking groups in attentional bias. Future re-
search should focus on investigating how at-
tentional bias fluctuates over time using more
reliable measures than the visual probe task.
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Although the spread of misinformation is a pervasive and disruptive global problem, extant
research is skewed towards “WEIRD” countries leaving questions about how to tackle misinfor-
mation in the developing world with different media and consumption patterns unanswered.
We report the results of a game-based intervention against misinformation in India. The game
is based on the mechanism of psychological inoculation; borrowed from the medical context,
inoculation interventions aim to pre-emptively neutralize falsehoods and help audiences spot
and resist misinformation strategies. Though the efficacy of these games has been repeatedly
demonstrated in samples from Western countries, the present study conducted in north India
(n = 757) did not replicate earlier findings. We found no significant impact of the intervention
on the perceived reliability of messages containing misinformation, confidence judgments, and
willingness to share information with others. Our experience presents a teachable moment
for the unique challenges associated with complex cultural adaptations and field work in rural
areas. These results have significant ramifications for designing misinformation interventions in
developing countries where misinformation is largely spread via encrypted messaging applica-
tions such as WhatsApp. Our findings contribute to the small but growing body of work looking
at how to adapt misinformation interventions to cross-cultural settings.

Keywords misinformation, India, inoculation theory, pre-bunking, WhatsApp

The spread of misinformation online is widely
documented as a threat to democracies

worldwide (Lewandowsky et al., 2017; van der
Linden, Maibach, et al., 2017). In India, the
world’s largest democracy, the sharing of mis-
information online has been linked to mob vio-
lence, and even killings (Arun, 2019; Sundar et
al., 2021; Vasudeva & Barkdull, 2020). While so-
cial media platforms such as Facebook or Twit-
ter can flag misinformed content or remove it
from their platforms, mobile instant messen-
ger services such as WhatsApp and Telegram
are limited by their end-to-end encrypted na-
ture (Banaji et al., 2019). Private conversations
or groups form a closed network where mis-
information can freely circulate without moni-
toring and studies have shown that this takes
place in India (Badrinathan, 2021), as well as
Burundi (Mumo, 2021), Nigeria, Brazil, and Pak-
istan (Pasquetto et al., 2020). Furthermore, a

significant proportion of the misinformation
shared in India continues to be shared and cir-
culated on WhatsApp even after being falsified
by professional, third-party fact checkers (Reis
et al., 2020). This trend has created a breed-
ing ground for unverified, misleading, or false
information, some of which originates from po-
litical parties (Chibber & Verma, 2018). Despite
WhatsApp’s countermeasures, which include
implementing digital literacy programs, placing
restrictions on forwarding, and broadcasting
awareness-raising adverts, misinformation on
the platform is persistent and has been ex-
acerbated by COVID-19 (Al-Zaman, 2021; Fer-
rara, 2020). Given the limitations of implement-
ing algorithmic solutions on private messaging
platforms (Reis et al., 2020), user-level solu-
tions are an increasingly important avenue of
research.
The overwhelming majority of individual-
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Take-home Message

This study found that gamified inoculation interventions,

which have worked well in Western countries, did not confer

psychological resistance against misinformation to partici-

pants in India. This null result (possibly due to lower digital

literacy rates) calls for further investigation into bottom-up

interventions tackling misinformation on messaging plat-

forms in developing countries.

level misinformation interventions have been
tested on populations from developed, West-
ern countries. This is indeed a feature of be-
havioral science in general where non-WEIRD
(western, educated, industrialized, rich and
democratic) samples are underrepresented
(Henrich et al., 2010; Rad et al., 2018). There
are several factors that could impede the
generalizability of findings to India specifically.
Since 2017, year-on-year internet penetration
in India has grown by 13% in rural areas com-
pared to 4% in urban neighborhoods (Bhat-
tacharjee et al., 2021). While misinformation
can be spread by both urban and rural res-
idents, the latter are likely to access the in-
ternet via 2G networks with limited resources
for fact checking and a tendency to distribute
WhatsApp messages with low reflexivity, as
a mode of group participation or strategy to
avoid feelings of exclusion (Banaji et al., 2019).
Given the collectivist culture in India (Kapoor
et al., 2003; Verma & Triandis, 2020), even
amongst youth samples (Rao et al., 2013), the
importance of group identities is heightened.
Political parties frequently capitalize on these
divisions, often along religious lines (Vaishnav
et al., 2019). Furthermore, the institutionaliza-
tion of misinformation dissemination by politi-
cal parties in India, whereby ‘IT cells’ troll and
spread automated content, is not uncommon
(Campbell-Smith & Bradshaw, 2019) as part of
their campaigning strategy (Banaji et al., 2019).
To counter the spread of misinformation,

several strategies have been researched at
the individual level, the most well-known of
which include fact-checking and “debunking”
or correcting false information after exposure
(Ecker et al., 2022; van der Linden, 2022; Wal-
ter & Murphy, 2018). Studies examining the

efficacy of such corrective measures have re-
vealed mixed results. Although some have
found that fact-checking can improve accuracy
assessments (Clayton et al., 2020; Porter &
Wood, 2021; Walter & Murphy, 2018), there
are several drawbacks to correcting misinfor-
mation post-exposure. One major issue con-
cerns the continued influence of misinforma-
tion or the tendency for people to continue
making inferences based on misinformation.
They do so even when they acknowledge a cor-
rection (Ecker et al., 2022; Lewandowsky et al.,
2012), which limits the correction’s potential
effectiveness. This is further compounded by
the finding that (a) not all audiences are re-
ceptive to fact-checks (Walter et al., 2020), (b)
repeated exposure to misinformation can in-
crease its perceived accuracy (Pennycook et al.,
2018; Swire et al., 2017), and (c) that correc-
tions do not scale, meaning they rarely reach
the same number people as the initial misinfor-
mation (Roozenbeek & van der Linden, 2019;
van der Linden, 2022). Lastly, corrective strate-
gies are also difficult to implement on private
messaging platforms given the invisibility of in-
formation flow in this sphere (Reis et al., 2020).
Accordingly, studies which have evaluated

fact-checking and literacy interventions in de-
veloping countries have revealed inconclusive
results. For example, Guess et al. (2020) tested
the effect of providing U. S. and Indian partici-
pants with tips on how to spot misinformation.
They found a positive impact on people’s ability
to detect false information in the U. S. and in
a highly educated online Indian sample, but
not in a face-to-face sample obtained in rural
Northern India. Similarly, Badrinathan (2021)
tested the impact of an intensive one-hour in-
person media literacy training during the 2019
national election and found no significant ben-
eficial effects.
One study tested the impact of a debunking

intervention via WhatsApp broadcast messag-
ing in Zimbabwe, another country with high
WhatsApp usage, finding that participants had
increased knowledge about COVID-19 (Bowles
et al., 2020). Pasquetto et al. (2020) further
found that, while corrections on encrypted
group chats reduced belief in misinformation
in India and Pakistan, WhatsApp users report
corrections as unusual and socially awkward.
Given the known challenges surrounding de-
bunking and fact-checking, a promising ef-
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fort against misinformation has been to pre-
emptively debunk (or prebunk) falsehoods to al-
low individuals to acquire skills to detect and re-
sistmisinformation in the future (Lewandowsky
& van der Linden, 2021). This approach is
based on the theory of psychological inocu-
lation (McGuire, 1961).

Theoretical Background: Prebunking and
Inoculation Theory

Inoculation theory was originally developed in
the 1960s and is based on the biological pro-
cess of immunization (McGuire, 1961, 1964):
just as exposure to a weakened dose of a
pathogen can confer immunity against future
infection(s), pre-emptively exposing people
to weakened doses of misinformation—along
with strong refutations—can cultivate cogni-
tive immunity to future manipulation attempts.
Inoculation theory has two key components.
Firstly, the inoculation must have a forewarn-
ing to evoke threat or the motivation for peo-
ple to defend themselves from a potential at-
tack on their attitudes (Compton, 2012). Being
aware of one’s vulnerability to manipulation is
important for kick-starting resistance to per-
suasion (Sagarin et al., 2002). Secondly, much
like the injection of a weakened dose of a virus
can build immunity through the production of
antibodies, exposure to a weakened version
of a persuasive argument along with a coun-
terargument can inspire lowered vulnerability
to misleading persuasion attempts (McGuire,
1961). A meta-analysis of inoculation theory
has found that it is effective at building resis-
tance against persuasion across issues (Banas
& Rains, 2010).
In more recent years, the theory has in-

formed the design of inoculation interven-
tions aiming to endow attitudinal resistance
against online misinformation specifically (for
in-depth reviews see Compton et al., 2021;
Lewandowsky & van der Linden, 2021; Roozen-
beek & van der Linden, 2018; van der Linden,
2022). Some recent applications of inocula-
tion theory include even potentially polarizing
topics such as climate change (van der Lin-
den, Leiserowitz, et al., 2017), conspiracy the-
ories (Banas & Miller, 2013), or vaccinations
(Jolley & Douglas, 2017). However, all these
studies aimed to inoculate people against mis-
information about a specific issue. As such,

they do not necessarily imply that the inocula-
tion would be effective as a “broad-spectrum
vaccine” against misinformation (Roozenbeek
& van der Linden, 2018). This prompted a
shift away from narrow-spectrum inoculations
to those that incorporate persuasion tech-
niques common to misinformation more gen-
erally (Cook et al., 2017; Roozenbeek & van
der Linden, 2019). In other words, familiarity
with a weakened dose of the underlying tech-
niques that are used to spread misinformation
could impart an increased cognitive ability to
detect manipulative information that makes
use of such misinformation tactics. These tac-
tics include emotionally manipulative language,
group polarization, conspiratorial reasoning,
trolling, and impersonations of fake experts,
politicians, and celebrities (Roozenbeek & van
der Linden, 2019).
This strategy has demonstrated fairly con-

sistent success (Basol et al., 2020; Cook et al.,
2017; Roozenbeek & van der Linden, 2019)
including long-term efficacy, provided inocu-
lated individuals are given short reminders
or “booster shots” of the lessons learned
(Maertens et al., 2021). Yet, no study to date
has tested the effect of inoculation interven-
tions on the Indian population and inoculation
researchers have noted a lack of generalizabil-
ity of inoculation scholarship to non-WEIRD
populations (Bonetto et al., 2018), demanding
interventions be adapted and evaluated.

Recent Applications: Inoculation Games

Recent applications of inoculation theory also
depart from the traditional method of provid-
ing participants with ready-made counterar-
guments (so-called “passive inoculation”) and
instead use an “active” form of inoculation
whereby participants themselves play an active
role in generating resistance to manipulation
(Roozenbeek & van der Linden, 2018). Gami-
fied interventions have proven to be a fruitful
vehicle for active inoculation. One example
of such an inoculation intervention is the on-
line game Bad News (www.getbadnews.com):
in this game, players find themselves in an ar-
tificial social media environment designed to
mimic the features of widely used online plat-
forms (Basol et al., 2020; Maertens et al., 2021;
Roozenbeek & van der Linden, 2019; Roozen-
beek et al., 2021). Across six levels, players
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are warned about the dangers of fake news,
and they develop an understanding of sev-
eral widely used misinformation techniques
through exposure to weakened dose of these
tactics alongside ways to spot them. Evidence
for the relative benefits of “active” inoculation
is emerging (Basol et al., 2021), particularly be-
cause it may strengthen associative memory
networks, contributing towards higher resis-
tance to persuasion (Pfau et al., 2005).
However, the Bad News game, as well as two

others (Harmony Square Roozenbeek & van
der Linden, 2020) and (Go Viral! Basol et al.,
2021), all focus on misinformation on public
social media platforms (such as Facebook and
Twitter). This reduces the potential applicabil-
ity of these games in countries where direct
messaging apps are a more common means
of communication than public social media
platforms. To address this problem, we en-
gaged in a novel real-world collaboration with
WhatsApp, Inc (Meta platforms) and developed
a new game that inoculates people against mis-
information on direct messaging apps, called
Join this Group (link to English version; https:
/ / whatsapp.aboutbadnews.com). The Hindi-
version of the game was tested in this study
(further details in the method section). Its pur-
pose is to inoculate participants against four
manipulation techniques commonly present
in misinformation on direct messaging apps.
Specifically, these techniques are the imper-
sonation of a fake expert (Goga et al., 2015;
Jung, 2011; Reznik, 2013), use of emotional
language to frame content (Gross & Ambro-
sio, 2004; Konijn, 2012; Zollo et al., 2015), po-
larization of narratives to create hostility to-
wards the opposition (Groenendyk, 2018; S.
Iyengar & Krupenkin, 2018), and the escalation
of an issue such thatmisinformation triggers of-
fline acts of aggression (BBC Monitoring, 2021;
Robb, 2021).

The Present Research

This paper seeks to address two gaps in the
literature on misinformation interventions. We
first aim to understand whether inoculation
against misinformation can improve people’s
ability to spot misinformation that is com-
monly shared in a private messaging context
(such as on WhatsApp). Second, our sample is
from India, an understudied population where

the spread of misinformation via private mes-
saging platforms has been linked to violence
(McLaughlin, 2018). We ran a field experiment
in India testing the efficacy of the inoculation
game, Join this Group.
This paper therefore makes two unique ad-

vancements to the literature. This study is
the first to test an inoculation intervention
against misinformation shared in the context
of private messaging. This domain of infor-
mation exchange is markedly different to pub-
lic platforms such that the burden of identi-
fying, addressing, and correcting misinforma-
tion falls on the user(s) (Pasquetto et al., 2020).
Moreover, we test the effectiveness of these
modified interventions in India (n = 757), the
largest market for WhatsApp globally (Findlay,
2019). Both studies were approved by the
Cambridge Psychology Research Ethics Com-
mittee (REC-2018-19/19). [Data and scripts are
deposited on the Open Science Framework:
https://osf.io/abjrg].

Method

We conducted a 2 (treatment – control) x 2
(pre – post) mixed-between randomized con-
trol trial on a sample collected from 8 North
Indian states (Bihar, Chhattisgarh, Haryana,
Jharkhand, Madhya Pradesh, Rajasthan, Uttar
Pradesh, and National Capital Territory (Delhi)).
Participants were recruited as part of media
literacy workshops administered to 1283 indi-
viduals. The experiment was conducted door-
to-door, in person, with the assistance of iPads
and smartphones through which participants
could access the online intervention. After
providing informed consent, participants were
asked to indicate their frequency of WhatsApp
usage in the last twelve months on a 5-point
scale, ranging from “Never” to “More than once a
day”. Participants were then shown 16 screen-
shots of WhatsApp conversations in a random-
ized order (see Figure 1) and, following Roozen-
beek et al. (2021), were asked to make three
assessments: how reliable they found the post
(1), how confident they are in their reliability
assessment (2) and how likely they would be to
share the message (3). All three assessments
were rated on a 1-7 Likert scale (1 being “Not at
all”, 4 being “Neutral”, and 7 being “Very much”).
Of the 16 images, four were screenshots of au-
thentic WhatsApp conversations, of which two
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Figure 1 WhatsApp messages containing emotional misinfor-
mation messaging. This image is an example of one used in the
experimental pre-test and post-test measure. The screenshot
reads: “Friends, be careful”, “Attempts are being made to kidnap a
child from our friend’s area. 10 boys were kidnapping him with the
promise of biscuits. People in the area have caught those 10 and
5 more people”, “The police has announced that 400 people had
come to steal the child in this area. Wait for our next video that will
report this and watch over your children carefully.”

were fake news and two contained accurate in-
formation. The remaining 12were screenshots
containing misinformation designed to demon-
strate four manipulation techniques (fake ex-
pert, emotion, polarization, and escalation).
The four real (non-misinformation) items were
sourced from fact-checking websites and the
manipulative items were created by one of the
authors and validated by two other authors, to
ensure that the conversations make appropri-
ate use of amisinformation technique. Figure 1
demonstrates an example of eliciting fear using
emotional language in misinformation messag-
ing.
Participants were then randomly assigned

to play either Join this Group (treatment) or
Tetris (control), consistent with previous gami-
fied inoculation experiments (Basol et al., 2020;
Roozenbeek & van der Linden, 2020). Game-
play for Join this Group was approximately 15
minutes while Tetris participants had to play for
a minimum of nine minutes before proceed-
ing. Participants who played Join this Group
were required to input a password to validate
their completion. Following the game, as part

of the post-test measure, all participants were
asked to assess the same 16WhatsApp conver-
sations again and answer some demographic
questions, including district, state, gender, ed-
ucation level, age group, how frequently they
check the news, how frequently they use social
media platforms, their interest in politics, their
political ideology, and attitudes scales assess-
ing left to right and libertarian to authoritarian
views (Park et al., 2013). Participants were also
asked to provide their first thoughts upon hear-
ing the term “fake news.”

Treatment Game: Join this Group

We created a Hindi translation of the Join
this Group game in collaboration with a Delhi-
based non-profit, the Digital Empowerment
Foundation (DEF). One major challenge that
arose during field implementation is that our
novel inoculation approach did not fit concep-
tually into DEF’s media literacy strategy. As
a condition of administering the intervention
in rural India, DEF therefore required that we
adapt the intervention to be more in line with
their own media literacy strategy. As a result,
the key difference between the English and
Hindi versions of the Join this Group game is
that players take on more of a traditional fact-
checking role by posing as an undercover de-
tective fightingmisinformation online. This is in
stark contrast to active inoculation games such
as Bad News, GoViral!, and Harmony Square. In
these games, participants generally take on the
role of a misinformation spreader because this
perspective-taking exercise helps elicit “moti-
vational threat” or the motivation to defend
oneself against misinformation, a key compo-
nent of inoculation theory (Basol et al., 2021).
However, DEF advised that such a perspective
was not in line with their traditional media lit-
eracy training and may be confusing for their
target audience in India, who generally have
low digital literacy. Accordingly, we created
a new version of the game where the player
steps into the shoes of a fake news “detective.”
In the Hindi version, players are introduced

to the game with a messaging-interface screen
reading “Hello detective! We need you.” The
game explains that a group called “Big News”
is spreading propaganda on WhatsApp in the
fictional nation of “Santhala.” The game then
explains that understanding the techniques
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Figure 2 Landing page of the game. The text reads “Play the
game and watch out for notifications! Attention: You will receive a
password at the end of the game. In order to take part in the study,
you’ll need to input this password.” Blue button reads “Let’s start.”

of the “Big News” group will require going un-
dercover since messages are encrypted and
untraceable. Figures 2 and 3 below display
in-game screenshots. See Figures S4-S81 for
more screenshots.
Players go through four levels, each one

teaching and testing the application of tech-
niques present inmisinformation (fake experts,
emotional language, polarization, escalation).
See Table 1 for an overview of the four levels.
In the first level, players are shown how shar-
ing messages in a group unannounced can
result in being reported, an issue that can be
overcome by impersonating a fake expert to
boost credibility of spurious claims. Players
are then able to go undercover by spreading
rumors such as “Mangoes cause cancer” us-
ing their fake pseudonym (See Figure 3). Such
impersonations are pervasive throughout so-
cial media (Adewole et al., 2017; Goga et al.,

1All figures and tables starting with S are to be found in the
supplementary materials.

2015; Jung, 2011; Reznik, 2013). The second
level shows players how the use of emotionally
charged language can create an atmosphere
of chaos especially when combined with a vi-
sual prompt. Emotional framing and language
have been shown to increase salience, social
media engagement (Rathje et al., 2021), grab
attention (Konijn, 2012), and evoke emotional
reactions (Gross & Ambrosio, 2004). The third
level continues in context where players now
need to apply their detective skills to prevent
election manipulation. They are shown how
repeated false messaging that uses partisan
misinformation can vilify and antagonize the
opposition (such as a political party), exagger-
ate the perceived distance between identities,
sow doubt and increase support for a partic-
ular group (Groenendyk, 2018; S. Iyengar &
Krupenkin, 2018; Melki & Pickering, 2014). Fi-
nally, in the fourth level players are told that
they need to report the partisan misinforma-
tion being shared. This results in the suspicion
of a disloyal supporter in the political party’s
WhatsApp group and motivates a targeted of-
fline attack on the mole, which intensifies into
protests and riots. Throughout this level, the
game explains how online encouragement can
escalate into offline aggression (BBC Monitor-
ing, 2021; Robb, 2021).
At the end of each level, players are given a

summary of the techniques they have been in-
oculated against. Points and sanctions are also
counted throughout; if players send amessage
that does not reflect use of the techniques
learned, they are penalized. Conversely, ex-
posing propaganda as an undercover detec-
tive increases points. In all scenarios, players
also see WhatsApp group members’ reactions
to the misinformation. Overall, the game aims
to demonstrate how fabricated content can
evoke not only belief inmisinformation but also
create an atmosphere of fear, polarization, and
elicit violent offline behavior.
The study was thus designed to test the ef-

ficacy of Join this Group, measured by three
forms of assessment. We therefore hypothe-
sized that:
H1 Treatment group participants find manip-

ulative WhatsApp messages significantly less
reliable post-gameplay compared to the con-
trol group.
H2 Treatment group participants are signifi-

cantly more confident at assessing the reliabil-
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Figure 3 The first two messages after starting the game.
The top message reads “Hello Detective! We need you.” The bottom message reads “Our great country Santhala needs
you. A group called ‘Big News’ is spreading propaganda on a very large scale” (left).
In-game screenshot from the first level. The top message reads “Well done! Find the profile of a person who is a fake
doctor.” The bottom message reads “Dr. Saurav Agrawal” (right).

ity of manipulative WhatsApp messages com-
pared to the control group.
H3 Treatment group participants are signifi-

cantly less likely to want to forward manipula-
tive WhatsApp messages to others compared
to the control group.

Sample

After providing informed consent, we collected
n = 1283 observations, of which, n = 757 were
complete responses. Participants did not al-
ways complete the full survey; we saw some
drop-off after the intervention as many par-
ticipants did not complete the post-test. To
understand if the data was missing at random
(MAR), we ran further analyses using the pre-
test scores, condition allocation andWhatsApp
usage data to assess missingness (see the sup-
plementary materials for full details). We were
not able to study the demographic predictors
of the incomplete data because this was col-
lected at the end of the study. The analysis
finds that the data was not missing at random
and that a higher baseline confidence in as-
sessing the reliability of manipulative items de-
creased the odds of missingness (OR = 0.030,
[95%CI; 0.002,0.431]) and being assigned to
the treatment group increased the odds of
missingness (OR = 2.171, [95%CI; 1.589, 2.967]).
Please see Table S1 for full results.

During the data quality check, we further ob-
served data in which participants just provided
the same scale point consistently throughout
the pre-test, post-test, or both (e.g., “4”). We
therefore removed any responses which had
repeated answer patterns2 throughout the en-
tire section (pre-test or post-test), resulting in
a final sample size of n = 725. Of the final sam-
ple, 55% identified as female, 40% as male and
5% as other. 49% reported being 18-24 years
old. 42% reported having obtained at least a
bachelor’s degree. The sample was also heavily
left leaning, (M = 2.14, SD = 0.78). Finally, 65%
of participants came from the state of Mad-
hya Pradesh (17% from Rajasthan, 6% from
Chhattisgarh, 5% from Uttar Pradesh, 4% from
Jharkhand, 3% from Bihar). See Table S2 for a
full breakdown of the sample.

Results

All data cleaning and analysis was conducted
using RStudio, scripts are available via the
Open Science Framework: https://osf.io/abjrg.
For the main analyses, the following packages
were used: stats (for ANCOVA), TOSTER (for
tests of statistical equivalence) and BayesFac-
tor (for Bayesian t-tests).
We conducted a one-way ANCOVA to testH1,

2Analysis including the excluded 32 responses was also run
and these did not affect the results.
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Table 1 A summary of the game from the player’s perspective at
each of the four levels.

Level Manipulation Technique Description

1 Fake Expert As undercover detectives, play-
ers join a WhatsApp group
called “Breaking News” in the
town of “Santhala.” They share a
fake message but are kicked out
of the group, upon which they
are encouraged to use a fake
expert to gain credibility and
witness how this impersonation
can garner belief.

2 Emotional Language Players are told that certain
users in the group “Big News”
are picking fights. As an under-
cover detective, they are tasked
with spreading content to con-
tribute to the chaos. The game
then prompts players to share
a fear or anger inducing mes-
sage. This level shows players
how, especially when paired with
an image, emotional language
can manipulate opinions and
exacerbate chaos in the group.

3 Polarization At this stage, Santhala is fac-
ing an election that the group
“Breaking News” is attempting
to manipulate. Players are told
they must go undercover in
one of the political candidate
groups to spread polarizing
information (e.g., damaging in-
formation about the opposition).
The game shows how this cy-
cle causes wider rifts between
supporters.

4 Escalation Continuing in context, the oppo-
sition group reports the polariz-
ing fake news shared earlier to
the media. The player is shown
how members of the group try
to identify the ‘mole’ which esca-
lates into an offline attack on the
suspected individual. Although
WhatsApp now bans this polit-
ical group, players are shown
how they simply create another
one with new phone numbers.

examining whether post-test reliability scores
of manipulative items were significantly differ-

ent between conditions, controlling for pre-
test scores. We found no significant difference
in reliability assessments between treatment
and condition groups: F (1,722) = 0.00, p = 0.97.
This relationship held for the subcategories of
the fake items; fake expert: F (1,722) = 0.21, p
= 0.65; emotion: F (1,722) = 0.21, p = 0.65; po-
larization: F (1,722) = 0.35, p =0.55; and escala-
tion: F (1,722) = 0.03, p = 0.85. To test whether
the non-significant results imply null effects
or equivalence to zero (Lakens et al., 2018),
we conducted an equivalence test using two
one-sided tests (TOST) on the post-gameplay
outcomes (TOSTs).3 We could not confirm sta-
tistical equivalence to zero for the average relia-
bility score t(721.68) = -1.44, p = 0.07. However,
a Bayesian paired samples t-test for the aver-
aged reliability score of misinformation items
gives a Bayes factor of BF10 = 0.25 (error % =
0.00), indicating support for the null hypothe-
sis of H1 (Dienes, 2014).
To test H2, we followed the same analysis:

we conducted a one-way ANCOVA on the aver-
age post-test confidence in reliability judgment
scores, controlling for the baseline. We find no
significant difference between groups: F (1,722)
= 1.79, p = 0.18 or for the subcategories; fake
expert: F (1, 722) = 1.56, p = 0.21; emotion:
F (1,722) = 1.05, p = 0.31; polarization: F (1,722)
= 1.18, p = 0.28; escalation: F (1,722) = 1.17,
p = 0.28. A TOST equivalence test confirmed
equivalence to zero for the average post-test
confidence scores (in assessing the reliability
of misinformation items), t(721.43) = -2.34, p
= 0.01. A Bayesian t-test provided strong ev-
idence for the null hypothesis of H2, with a
Bayes factor of BF10 = 0.04 (error % = 0.00).
To testH3, or whether there was a difference

in post-test scores of intended willingness to
share misinformation, another one-way AN-
COVA was conducted on the average post-test
scores, controlling for the baseline. Results
were non-significant F (1,722) = 1.46, p = 0.23
including on the subcategories; fake expert:
F (1,722) = 1.94, p = 0.16; emotion: F (1,722) =
0.29, p = 0.59; polarization: F (1,722) = 2.75, p =
0.10; and escalation: F (1,722) = 2.77, p = 0.10.
A TOST analysis on the post-test likelihood to

3The smallest effect size of interest (SESOI) was set to d =
±0.25 based on the smallest observed effect size found
in published experiments that use gamified inoculation
interventions (Roozenbeek & van der Linden, 2019).
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share misinformation items scores could not
confirm statistical equivalence to zero t(719.73)
= -0.64, p = 0.26. However, a Bayesian t-test
suggested strong support for the null hypoth-
esis of H3 with a Bayes factor of BF10 = 0.07
(error % = 0.00). See Table S6 for Bayesian t-
tests. Figure 4 shows the distribution of mean
scores (reliability, confidence and sharing) for
all misinformation items. Similarly, Figure 5 dis-
plays the distribution of mean reliability scores
broken down by technique.
Though not hypothesized, to test whether

the intervention increased skepticism towards
factual messages, we also conducted a one-
way ANCOVA to test for significant differences
in post-gameplay scores for real news items,
controlling for baseline scores. Specifically, rat-
ings of reliability: F (1,722) = 0.09, p = 0.76;
confidence in judgments: F (1,722) = 1.10, p
= 0.30; and likelihood to share: F (1,722) =
1.39, p = 0.24 were not significantly different
across treatment and control groups. Similarly,
we tested whether the intervention improved
participants assessments of the two genuine
screenshots capturing fake news sharing on
WhatsApp. Using one-way ANCOVAs we found
no significant differences in ratings of reliabil-
ity: F (1, 712) = 0.99, p = 0.32; confidence: F (1,
711) = 1.68 , p = 0.20; or likelihood to share:
F (1,702) = 0.12 , p = 0.73.
We ran linear regressions to check for co-

variate effects on the differences in pre-post
measures of reliability, confidence, and sharing.
We only find that higher frequency of checking
the news significantly predicts a larger differ-
ence between pre and post confidence scores
of misinformation items (p = 0.03). See Tables
S33-S35 for the full results.

Discussion

Through this study we demonstrate that there
was no significant effect of playing Join this
Group on the veracity evaluations of both real
and misinformation items in our sample of
North Indians. This is in contrast with previ-
ous results that have found promising results
using gamified inoculation in Western popula-
tions ( including versions translated to German,
Greek, French, Polish, and Swedish (Basol et al.,
2021; Roozenbeek & van der Linden, 2020). Di-
rect replications of the Bad News game online
have also shown positive effects on urban pop-
ulations in India (A. Iyengar et al., 2022) and

importantly, randomized trial data4 from a rep-
resentative sample of the UK population using
the English version of Join this Group found that
the game significantly improved people’s ability
to detect fake news, how confident theywere in
their own judgments, and reduced their overall
willingness to share misinformation with oth-
ers (Basol et al., 2022).
There could be a myriad of explanations for

the discrepant results observed. therefore, we
categorize explanations into two broad cate-
gories: (1) cross-cultural (Indian sample, trans-
lated to Hindi) and (2) perspective shift (the
player assumed the role of detective).
Firstly, we discuss possible cross-cultural ex-

planations for our observed findings. While
inoculation interventions demonstrate a clear
potential to be effective (Traberg et al., 2022),
it is not surprising that the process of applying
an intervention to understudied, non-WEIRD
cultures (Henrich et al., 2010; Rad et al., 2018)
might require an iterative process. Indeed, pre-
vious interventions aiming to reduce belief in
and sharing of misinformation in India have
faced similar difficulty. WhatsApp’s media lit-
eracy campaigns and adverts have been crit-
icized for a lack of alignment with local con-
texts (Medeiros & Singh, 2021). In-person or
online digital literacy interventions have either
demonstrated no reduced belief in misinfor-
mation (Badrinathan, 2021) or an effect size
limited to a highly educated subset (Guess et
al., 2020). Here, we tested the efficacy of an
inoculation intervention, Join this group, that
was modified for context through partnership
with a local non-profit. The intervention aimed
to teach participants fundamental techniques
commonly used in the presentation of misin-
formation through an inoculation intervention.
We expected that our local adaptation and use
of inoculation would improve individual verac-
ity discernment of manipulative news items.
Yet, we do not find this in our study.
We hypothesize that the cultural context, lo-

cal values, and social preferences may have
played a role. In particular, the process of
successful inoculation in the Indian popula-
tion may be different. Threat has long been
conceptualized a key and necessary compo-
nent for inoculation to take place (McGuire,

4This publication of this data is forthcoming. Once pub-
lished, it can be made available upon request.
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Figure 4 Distribution of pre-test and post-test mean scores in the treatment and control groups, for the reliability,
confidence, and sharing scores of misinformation items across all manipulation techniques.

1964) with most recent scholars agreeing that
a threshold level of threat is required for in-
oculation to be conferred (Compton, 2021) as
it serves the function of highlighting one’s vul-
nerability which in turn, motivates the build-up
of resistance. While there is no quantitatively
defined level of minimum threat discussed in
inoculation theory, studies assessing inocula-
tion have traditionally measured threat as an
apprehension (Ivanov et al., 2022; Wood, 2007)
and more recently in a motivational form (Ba-
nas & Richards, 2017). Unfortunately, we did
not include measures of apprehensive or mo-
tivational threat in our study. Moreover, given
the paucity of literature around non-WEIRD
samples in psychology in general, it is difficult
to make claims about the efficacy of inocula-
tion without an explicit measurement of threat.
Future research should consider incorporat-
ing this, informed by cultural variation in emo-
tional experience andmotivations (Kwan, 2016;
Lim, 2004; Matsumoto et al., 2008; Mesquita
& Walker, 2003).
The cross-cultural adaptation also required

numerous language and context changes.
(Roozenbeek & van der Linden, 2020). For ex-

ample, the chosen fictional country of “San-
thala” may have carried pre-conceived notions
for some given its close resemblance to the
Santhal tribe (The Editors of Encyclopaedia Bri-
tannica, 2012). All 12 manipulative WhatsApp
prompts were translated from English to Hindi,
which may have resulted in a loss of meaning
and validity of measurement (see Figure S9 for
an example). In addition, based on 2011 na-
tional census data, we estimate that our sam-
ple is 74% rural (Government of India, 2016),
a figure calculated based on the sample’s dis-
tribution across states (see Table S39). Shahid
et al. (2022) find that rural samples had a lower
ability to detect misinformation compared to
their urban counterparts, suggesting that in-
terventions on rural samples may require ad-
ditional challenges.
Moreover, rural areas are estimated to have

a digital literacy rate of 25% compared to 61%
in urban areas (Mothkoor & Mumtaz, 2021),
suggesting that our sample has low digital liter-
acy overall. Classifying a household as digitally
literate only requires one person, aged above
5 years, to be able to operate a computer and
use the internet. As such, it is likely that our
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Figure 5 Distribution of mean reliability scores of misinformation items by manipulation technique.

game-based intervention was conducted on
participants with minimal experience with op-
erating digital devices. This is compounded by
the fact that the majority of our sample was
female (55%), who typically have lower digital
literacy in this area (Rowntree et al., 2020). This
could have hindered the intervention’s efficacy.
Furthermore, data quality was poor: only 26%
of individuals who played the inoculation game
put in the password correctly. Further analysis,
however, demonstrated that this did not make
a difference to our results (please see Tables
S36-38).
Secondly, the game departed from previ-

ous game-based inoculation experiments in
that it changed the player’s perspective from
troll to detective. Although this change pre-
served the critical element of ‘active’ inocula-
tion that has been effective previously (Pfau
et al., 2005; Roozenbeek & van der Linden,
2019), it is possible that the role of being not
only a detective, but also being undercover,
added further layers of complexity that mini-
mized goal salience and clarity for participants,

thus reducing its effectiveness. Practitioners
may also consider running naturalistic studies
in developing countries by conducting interven-
tions broadcasted on WhatsApp through local
organizations’ subscription lists for increased
data availability (Bowles et al., 2020), or even
by artificially constructing a social network in
the lab (Pogorelskiy & Shum, 2017).
Our study may be taken as a lesson in con-

ducting interventions in underexplored popu-
lations. In particular, the typical data quality,
representativeness, and methodological best
practices for running such online experiments
in India, and non-WEIRD countries in general,
is poorly understood and can impede the ex-
perimental process. Campbell-Smith and Brad-
shaw (2019) notes, “having digital connectivity
does not mean people are digitally equipped
to use online surveys. They have issues in read-
ing and writing, but not in talking.” Although
we partnered with a local NGO in India, one
must also account for gaps in the implemen-
tation of scientific experimental designs in the
field, particularly by non-academic partners as
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Figure 6 Distribution of post-pre differences between control and treatment groups. Red line drawn at y = 0.

Original Purpose

This paper aims to address the paucity of empirical re-

search investigating misinformation interventions in devel-

oping countries. One important difference in the circula-

tion of misinformation in developing countries is its spread

through private, encrypted networks such as WhatsApp,

which poses different challenges than (the circulation of)

misinformation on open networks such as Twitter and Face-

book. As such, this paper features a study testing the ef-

ficacy of an “inoculation” game in India. We hypothesized

that previously reported effects of this inoculation game

would be replicated by reducing the reported reliability and

sharing intent of misinformation while increasing people's

confidence in their own assessments.

it can increase the possibility of unobserved ex-
traneous variables. Additionally, we observed
non-random missingness in the data. We find
that being assigned to the treatment group
increases the odds of an incomplete or miss-
ing response, which may have introduced a
bias in the results. However, as we found null
results no further correction analysis was con-
ducted. Future replications, particularly that
find significant results, should pay attention to
any differential attrition.
Future studies may also benefit from

stronger local relationships (Sircar &
Chauchard, 2019) as well as a greater
accountability of the diversity within countries,
such as India, that have notable heterogeneity
beyond age, gender, and education level
(Deshmukh, 2019). For example, the question
on political ideology in this study was more
accurately asking people how “free” their

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
3(1), 14–56. https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al. 26

ideology is rather than measuring their
political ideology on a left-right scale (measure
detailed in the supplement). Although India
has been historically classified as clientelist
and thus there is no established scale to
capture political ideology, some evidence
suggests voting behavior among certain
groups is not clientelist (Chibber & Verma,
2018). Future research will need to account
for this in the design of surveys. In the context
of misinformation, educational interventions
have shown differing efficacy depending on
political party support (Badrinathan, 2021)
while polarizing content on the basis of religion
and caste is often featured in misinformation
circulated in India (Al-Zaman, 2021; Arun,
2019; Campbell-Smith & Bradshaw, 2019).
For digital interventions, Indian samples may
also vary in levels of digital literacy by caste
and consumption levels (Mothkoor & Mumtaz,
2021). Therefore, additional measures, such
as whether someone is part of a scheduled
group (caste or tribe), religion, income level,
and political party affiliation can facilitate
a richer understanding of the intervention
efficacy in subgroups due to heterogeneity in
local factors. To isolate the effect of culture,
experiments may also aspire to reach a more
digitally literate population within non-WEIRD
cultures, given that middle class, urban
population in non-WEIRD countries are more
likely to resemble the typically studied WEIRD
population (Ghai, 2021).

Conclusion

This study was motivated by scarcity of studies
examining non-WEIRD populations in general
(Henrich et al., 2010), and by the lack of re-
search testing the effectiveness of misinforma-
tion interventions in democracies such as India
(Badrinathan, 2021), that are being threatened
by the prevalence of misinformation. We find
null results of a game-based inoculation inter-
vention, Join this Group, on ratings of reliability,
reported intent to share, and confidence in
judgments of misinformation messages. Previ-
ous similar game-based inoculation interven-
tions have been demonstrably successful (Ba-
sol et al., 2020; Roozenbeek & van der Linden,
2018, 2019, 2020). We would thus conclude
that the results reported here are more likely
to reflect an interplay of cultural and exper-
imental design factors. Taken together, we

interpret these findings as a call for further
adaptation and testing of inoculation interven-
tions on non-WEIRD populations. Modifica-
tions may include measuring conceptual medi-
ators such as motivational threat to elucidate
and hypothesize potential differences in cross-
cultural mechanisms, partnering with local re-
searchers and universities, measuring digital
literacy, as well as assessing of behavioral out-
comes such as news sharing online.
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Supplemental Materials

Missing Data

A total of n = 1283 consenting individuals began the survey of which n = 757 were complete
and valid responses used in the analysis. As sample demographics were only collected after the
post-test measures, it is not possible to understand the differences in individual characteristics
across missing and complete responses. However, after filtering out for the those answered
at least one question in the pre-test (n = 1038), Little’s MCAR test (run in R using the misty
package) for all three dependent variables (reliability, confidence and sharing) suggested that
the data were not missing completely at random, χ2 (5) = 70.59, p < 0.001. Thus, we ran a
standard logistic regression (using the glm function from the stats package in R) to investigate
patterns of missing data as a function of pre-test responses. This was done by creating a dummy
variable where 1 = missing observation and 0 = complete responses. For the manipulative items,
higher pre-test confidence scores slightly reduced the odds of missingness (OR = 0.030, [95%CI;
0.002,0.431]) and being assigned the treatment group increased the odds of missingness (OR =
2.171, [95%CI; 1.589, 2.967]). This implies that a higher baseline confidence in assessing the
reliability of manipulative items decreases the likelihood of missingness while being assigned to
the treatment group increases the likelihood of missingness. All other pre-test measures did
not affect the odds of dropout. We were not able to assess whether the missing data was due
to demographic factors as these were collected at the end of the study.

Table S1 Logistic Regression Predicting Missingness (where Missing data = 1, Complete data = 0)

Odds Ratio Confidence Intervals

(Intercept) 0.408 CI [0.142, 1.172]

Reliability Pre-test (Fake Items) 0.836 CI [0.082, 8.490]

Confidence Pre-test (Fake Items) 0.030 ** CI [0.002, 0.431]

Sharing Pre-test (Fake Items) 4.965 CI [0.509, 48.440]

WhatsApp Usage 1.032 CI [0.848, 1.256]

Reliability Pre-test (Real Items) 1.100 CI [0.849, 1.425]

Confidence Pre-test (Real Items) 0.811 CI [0.626, 1.053]

Sharing Pre-test (Real Items) 1.034 CI [0.806, 1.327]

Reliability Pre-test (Real Fake Items) 1.067 CI [0.800, 1.424]

Confidence Pre-test (Real Fake Items) 0.874 CI [0.660, 1.157]

Sharing Pre-test (Real Fake Items) 1.307 CI [0.942, 1.813]

Condition (Treatment) 2.171 *** CI [1.589, 2.967]

N 899

AIC 1057.126

BIC 1114.742

Pseudo R2 0.083

*** p < 0.001; ** p < 0.01; * p < 0.05.

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
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Political Ideology Measurements.

Although we employed a measure from the British Social Attitudes survey, we employed a
measure to assess the self-reported identification along the left to right spectrum:
���� ��� �� ������� ��, ����� ����� ���� �� �� ���� �� �� ������� �� ��� ���������
��� ����� ���.

On the slider below, please indicate your political ideology.
[Far left of slider; closer to 1] Very free ideology
[Middle of slider; closer to 4] Less free ideology
[Far right of slider; closer to 7] Not free ideology

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
3(1), 14–56. https://doi.org/10.36850/e12.
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Table S2 Sample Composition

Variable n Percentage Cumulative Percentage

Gender

Male 293 40% 40%

Female 397 55% 95%

Other 35 5% 100%

Age

18-24 356 49% 49%

25-34 286 39% 89%

35-44 64 9% 97%

45-54 16 2% 100%

55 and over 3 0% 100%

Political Leaning

1 Very left-wing 139 19% 19%

2 385 53% 72%

3 165 23% 95%

4 34 5% 100%

5 Very right-wing 2 0% 100%

Education

Class 12 159 22% 22%

Elementary 16 2% 24%

Graduate 306 42% 66%

Post Grad 172 24% 90%

Up to Tenth 72 10% 100%

State

Bihar 19 3% 3%

Chhattisgarh 42 6% 8%

Delhi 3 0% 9%

Haryana 5 1% 10%

Jharkhand 26 4% 13%

Madhya Pradesh 471 65% 78%

Rajasthan 120 17% 95%

Unknown 6 1% 95%

Uttar Pradesh 33 5% 100%

Frequency of Checking the News

1 Never 5 1% 1%

2 Occasionally 90 12% 13%

3 Somewhat 166 23% 36%

4 Often 295 41% 77%

5 All the time 169 23% 100%

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
3(1), 14–56. https://doi.org/10.36850/e12.
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Table S2 Table S2 continued

Use of social media

1 Never 28 4% 4%

2 Occasionally 129 18% 22%

3 Somewhat 167 23% 45%

4 Often 212 29% 74%

5 All the time 189 26% 100%

Use of WhatsApp

1 Never 4 1% 1%

2 Occasionally 22 3% 4%

3 Once a week 26 4% 7%

4 Daily 90 12% 20%

5 More than once a day 520 72% 91%

NA 63 9% 100%

Interest in Politics

1 Not interested at all 50 7% 7%

2 84 12% 18%

3 Slightly interested 289 40% 58%

4 189 26% 84%

5 Very interested 113 16% 100%

Table S3 ANCOVA on Post-Treatment scores of reliability assessments (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.25 1 0.25 36.90 p < 0.001
F_Rel_Pre 6.76 1 6.76 1000.84 p < 0.001 .58 [.55, .61]

Condition 0.00 1 0.00 0.00 .969 .00 [.00, 1.00]

Error 4.88 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S4 ANCOVA on Post-Treatment scores of confidence measure (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.59 1 0.59 83.25 p < 0.001
F_Conf_Pre 6.45 1 6.45 908.30 p < 0.001 .56 [.52, .59]

Condition 0.01 1 0.01 1.79 .181 .00 [.00, .01]

Error 5.13 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
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Table S5 ANCOVA on Post-Treatment scores of sharing measure (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.35 1 0.35 48.64 p < 0.001
F_Share_Pre 8.42 1 8.42 1155.91 p < 0.001 .62 [.58, .64]

Condition 0.01 1 0.01 1.46 .227 .00 [.00, .01]

Error 5.26 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S6 Bayesian paired sample t-test on dependent variables

Variable Statistic Error %

Reliability of Fake Messages

Reliability-Post Reliability-Pre BF10, prior = 0.707 0.249 2.604E-08

Confidence in judgement of Fake Messages

Confidence-Post Confidence-Pre BF10, prior = 0.707 0.043 1.612E-07

Intent to share Fake Messages

Share-Post Share-Pre BF10, prior = 0.707 0.073 9.425E-08

Table S7 Reliability measure - Fixed-Effects ANCOVA on post-test fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 6.49 1 6.49 48.51 p < 0.001
FE_Rel_Pre 102.89 1 102.89 768.80 p < 0.001 .52 [.48, .55]

Condition 0.03 1 0.03 0.21 .648 .00 [.00, .01]

Error 96.62 722 0.13

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S8 Reliability Measure - ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 14.19 1 14.19 69.20 p < 0.001

EM_Rel_Pre 89.90 1 89.90 438.44 p < 0.001 .38 [.33, .42]

Condition 0.04 1 0.04 0.21 .649 .00 [.00, .01]

Error 148.04 722 0.21

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S9 Reliability Measure - ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 16.52 1 16.52 81.00 p < 0.001
PL_Rel_Pre 119.46 1 119.46 585.71 p < 0.001 .45 [.41, .49]

Condition 0.07 1 0.07 0.35 .553 .00 [.00, .01]

Error 147.26 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S10 Reliability Measure - ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 13.38 1 13.38 68.51 p < 0.001
ES_Rel_Pre 96.59 1 96.59 494.40 p < 0.001 .41 [.36, .45]

Condition 0.01 1 0.01 0.03 .852 .00 [.00, .00]

Error 141.06 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S11 Reliability measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 63.45 1 63.45 116.01 .000
RF_Rel_Pre 198.77 1 198.77 363.43 .000 .34 [.29, .38]

Condition 0.54 1 0.54 0.99 .319 .00 [.00, .01]

Error 389.40 712 0.55

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error,
3(1), 14–56. https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al. 38

Table S12 Reliability measure - ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 41.14 1 41.14 81.48 .000
R_Rel_Pre 265.29 1 265.29 525.46 .000 .42 [.38, .46]

Condition 0.05 1 0.05 0.09 .763 .00 [.00, .00]

Error 364.52 722 0.50

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S13 Confidence measure - ANCOVA on post-test score of fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 16.56 1 16.56 123.94 p < 0.001
FE_Conf_Pre 96.67 1 96.67 723.45 p < 0.001 .50 [.46, .54]

Condition 0.21 1 0.21 1.56 .211 .00 [.00, .01]

Error 96.47 722 0.13

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S14 Confidence measure – ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 19.49 1 19.49 103.28 p < 0.001
EM_Conf_Pre 90.92 1 90.92 481.79 p < 0.001 .40 [.36, .44]

Condition 0.20 1 0.20 1.05 .306 .00 [.00, .01]

Error 136.25 722 0.19

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S15 Confidence measure – ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 22.17 1 22.17 119.57 p < 0.001
PL_Conf_Pre 92.32 1 92.32 497.93 p < 0.001 .41 [.37, .45]

Condition 0.22 1 0.22 1.18 .278 .00 [.00, .01]

Error 133.87 722 0.19

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S16 Confidence measure – ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 24.97 1 24.97 135.70 p < 0.001
ES_Conf_Pre 90.68 1 90.68 492.84 p < 0.001 .41 [.36, .45]

Condition 0.21 1 0.21 1.17 .280 .00 [.00, .01]

Error 132.84 722 0.18

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S17 Confidence measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 72.95 1 72.95 143.40 .000
RF_Conf_Pre 200.25 1 200.25 393.60 .000 .36 [.31, .40]

Condition 0.86 1 0.86 1.68 .195 .00 [.00, .01]

Error 361.73 711 0.51

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S18 Confidence measure – ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 64.69 1 64.69 110.28 .000
R_Conf_Pre 325.73 1 325.73 555.32 .000 .43 [.39, .47]

Condition 0.65 1 0.65 1.10 .295 .00 [.00, .01]

Error 423.49 722 0.59

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S19 Sharing Measure – ANCOVA on post-test score of fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 10.08 1 10.08 69.52 p < 0.001
FE_Share_Pre 125.70 1 125.70 867.08 p < 0.001 .55 [.51, .58]

Condition 0.28 1 0.28 1.94 .164 .00 [.00, .01]

Error 104.67 722 0.14

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S20 Sharing Measure – ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 13.68 1 13.68 67.67 p < 0.001
EM_Share_Pre 133.09 1 133.09 658.41 p < 0.001 .48 [.44, .51]

Condition 0.06 1 0.06 0.29 .590 .00 [.00, .01]

Error 145.95 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S21 Sharing Measure – ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 17.68 1 17.68 82.23 p < 0.001
PL_Share_Pre 130.23 1 130.23 605.59 p < 0.001 .46 [.41, .49]

Condition 0.59 1 0.59 2.75 .098 .00 [.00, .01]

Error 155.26 722 0.22

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S22 Sharing Measure – ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 17.43 1 17.43 88.22 p < 0.001
ES_Share_Pre 130.11 1 130.11 658.64 p < 0.001 .48 [.44, .51]

Condition 0.55 1 0.55 2.77 .097 .00 [.00, .01]

Error 142.63 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S23 Sharing measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 49.16 1 49.16 83.26 .000
RF_Share_Pre 291.58 1 291.58 493.82 .000 .41 [.37, .45]

Condition 0.07 1 0.07 0.12 .732 .00 [.00, .00]

Error 414.50 702 0.59

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S24 Sharing Measure – ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 44.18 1 44.18 78.11 .000
R_Share_Pre 373.52 1 373.52 660.31 .000 .48 [.44, .51]

Condition 0.79 1 0.79 1.39 .239 .00 [.00, .01]

Error 408.41 722 0.57

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S25 Pre-Post Mean Differences

Variable Condition N Mean.Difference SD

Reliability (manipulative items) Treatment 360 -0.00 0.08

Confidence (manipulative items) Treatment 360 -0.00 0.08

Sharing (manipulative items) Treatment 360 -0.00 0.08

Reliability (real items) Treatment 360 0.07 0.73

Confidence (real items) Treatment 360 -0.02 0.83

Sharing (real items) Treatment 360 0.05 0.80

Reliability (authentic fake items) Treatment 355 0.04 0.78

Confidence (authentic fake items) Treatment 357 -0.01 0.78

Sharing (authentic fake items) Treatment 352 0.01 0.84

Reliability (manipulative items) Control 365 -0.01 0.09

Confidence (manipulative items) Control 365 0.00 0.10

Sharing (manipulative items) Control 365 -0.00 0.09

Reliability (real items) Control 365 0.04 0.80

Confidence (real items) Control 365 0.04 0.84

Sharing (real items) Control 365 0.07 0.81

Reliability (authentic fake items) Control 360 0.03 0.85

Confidence (authentic fake items) Control 357 0.04 0.81

Sharing (authentic fake items) Control 353 -0.03 0.84
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Table S26 Reliability Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Rel_1-FakeExp 0.271 1 723 0.603

Diff_Fake_Rel_2-FakeExp 0.108 1 723 0.743

Diff_Fake_Rel_3-FakeExp 0.303 1 723 0.582

Diff_Fake_Rel_4-Emotion 0.044 1 723 0.834

Diff_Fake_Rel_5-Emotion 3.286 1 723 0.070

Diff_Fake_Rel_6-Polarise 0.371 1 723 0.543

Diff_Fake_Rel_7-Emotion 1.407 1 723 0.236

Diff_Fake_Rel_8-Polarise 1.744 1 723 0.187

Diff_Fake_Rel_9-Polarise 0.010 1 723 0.919

Diff_Fake_Rel_10-Escalate 0.322 1 723 0.571

Diff_Fake_Rel_11-Escalate 1.317 1 723 0.252

Diff_Fake_Rel_12-Escalate 0.008 1 723 0.930

Diff_Real_Fake_Conf_13 (authentic fake item) 0.186 1 713 0.666

Diff_Real_Fake_Conf_14 (authentic fake item) 0.283 1 723 0.595

Diff_Real_Rel_15 0.191 1 723 0.662

Diff_Real_Rel_16 1.345 1 723 0.247

Table S27 Confidence Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Conf_1-FakeExp 2.323 1 723 0.128

Diff_Fake_Conf_2-FakeExp 0.001 1 723 0.974

Diff_Fake_Conf_3-FakeExp 0.000 1 723 0.990

Diff_Fake_Conf_4-Emotion 0.214 1 723 0.644

Diff_Fake_Conf_5-Emotion 0.576 1 723 0.448

Diff_Fake_Conf_6-Polarise 2.496 1 723 0.115

Diff_Fake_Conf_7-Emotion 0.327 1 723 0.567

Diff_Fake_Conf_8-Polarise 1.697 1 723 0.193

Diff_Fake_Conf_9-Polarise 3.400 1 723 0.066

Diff_Fake_Conf_10-Escalate 0.035 1 723 0.851

Diff_Fake_Conf_11-Escalate 0.929 1 723 0.336

Diff_Fake_Conf_12-Escalate 0.807 1 723 0.369

Diff_Real_Fake_Conf_13 (authentic fake item) 2.458 1 712 0.117

Diff_Real_Fake_Conf_14 (authentic fake item) 0.337 1 723 0.562

Diff_Real_Conf_15 2.044 1 723 0.153

Diff_Real_Conf_16 0.002 1 723 0.965
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Table S28 Sharing Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Share_1-FakeExp 0.592 1 723 0.442

Diff_Fake_Share_2-FakeExp 0.385 1 723 0.535

Diff_Fake_Share_3-FakeExp 0.004 1 723 0.952

Diff_Fake_Share_4-Emotion 0.012 1 723 0.911

Diff_Fake_Share_5-Emotion 1.179 1 723 0.278

Diff_Fake_Share_6-Polarise 0.233 1 723 0.629

Diff_Fake_Share_7-Emotion 0.010 1 723 0.921

Diff_Fake_Share_8-Polarise 1.426 1 723 0.233

Diff_Fake_Share_9-Polarise 0.672 1 723 0.413

Diff_Fake_Share_10-Escalate 2.935 1 723 0.087

Diff_Fake_Share_11-Escalate 0.146 1 723 0.703

Diff_Fake_Share_12-Escalate 0.144 1 723 0.705

Diff_Real_Fake_Conf_13 (authentic fake item) 0.664 1 703 0.415

Diff_Real_Fake_Conf_14 (authentic fake item) 0.099 1 723 0.753

Diff_Real_Share_15 0.006 1 723 0.936

Diff_Real_Share_16 0.203 1 723 0.653

Table S29 Reliability Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Rel_1-FakeExp 4.51 2.27 4.28 2.30 4.50 2.27 4.36 2.26
Fake_Rel_10-Escalate 3.69 2.17 3.50 2.18 4.11 2.24 3.83 2.27
Fake_Rel_11-Escalate 2.95 1.98 3.09 2.07 3.24 2.13 3.20 2.08
Fake_Rel_12-Escalate 3.59 2.15 3.55 2.13 3.84 2.15 3.82 2.10
Fake_Rel_2-FakeExp 3.12 2.08 3.19 2.13 3.40 2.16 3.42 2.14
Fake_Rel_3-FakeExp 3.92 2.26 3.77 2.21 4.18 2.29 4.12 2.24
Fake_Rel_4-Emotion 3.44 1.97 3.36 2.05 3.63 2.09 3.59 2.10
Fake_Rel_5-Emotion 3.68 2.13 3.61 2.12 4.15 2.14 3.78 2.09
Fake_Rel_6-Polarise 4.03 2.26 3.87 2.25 4.21 2.20 4.16 2.22
Fake_Rel_7-Emotion 3.24 2.07 3.31 2.16 3.50 2.05 3.38 2.15
Fake_Rel_8-Polarise 3.53 2.06 3.61 2.18 3.95 2.06 3.82 2.14
Fake_Rel_9-Polarise 3.79 2.21 3.82 2.17 4.07 2.18 4.12 2.17
Real_Fake Rel_13 3.26 2.06 3.36 2.06 3.45 2.03 3.65 2.06
Real_Fake Rel_14 3.32 2.18 3.34 2.28 3.76 2.29 3.69 2.28
Real_Rel_15 2.49 1.93 2.59 1.98 2.77 2.10 2.93 2.13
Real_Rel_16 2.65 2.00 2.82 2.11 2.89 2.06 2.89 2.04
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Table S30 Confidence Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Conf_1-FakeExp 4.80 2.01 4.84 1.94 4.83 2.12 5.09 1.93
Fake_Conf_10-Escalate 4.57 2.02 4.56 1.96 4.68 2.00 4.69 1.98
Fake_Conf_11-Escalate 4.51 2.04 4.50 2.07 4.42 2.19 4.56 2.05
Fake_Conf_12-Escalate 4.60 2.01 4.49 1.93 4.57 2.00 4.60 1.96
Fake_Conf_2-FakeExp 4.32 2.03 4.36 2.04 4.47 2.12 4.50 2.10
Fake_Conf_3-FakeExp 4.66 2.04 4.72 1.94 4.72 2.07 4.79 2.00
Fake_Conf_4-Emotion 4.32 1.99 4.24 1.97 4.42 2.01 4.41 2.03
Fake_Conf_5-Emotion 4.66 1.96 4.54 1.95 4.67 2.04 4.66 1.92
Fake_Conf_6-Polarise 4.85 1.95 4.63 1.98 4.78 2.01 4.81 2.05
Fake_Conf_7-Emotion 4.44 1.98 4.36 2.02 4.39 1.99 4.41 1.97
Fake_Conf_8-Polarise 4.54 1.94 4.64 2.01 4.72 1.95 4.61 1.97
Fake_Conf_9-Polarise 4.71 1.97 4.66 1.99 4.55 2.01 4.79 1.89
Real Fake_Conf_13 4.54 2.02 4.46 2.00 4.55 1.98 4.69 1.87
Real Fake_Conf_14 4.45 2.11 4.50 2.13 4.70 2.14 4.66 2.05
Real_Conf_15 4.41 2.27 4.25 2.25 4.29 2.24 4.35 2.21
Real_Conf_16 4.21 2.26 4.29 2.18 4.40 2.19 4.48 2.20

Table S31 Sharing Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Share_1-FakeExp 4.55 2.28 4.39 2.25 4.73 2.26 4.70 2.21
Fake_Share_10-Escalate 4.03 2.24 3.79 2.24 4.32 2.27 4.35 2.21
Fake_Share_11-Escalate 3.37 2.19 3.51 2.21 3.65 2.31 3.73 2.27
Fake_Share_12-Escalate 3.93 2.25 3.83 2.26 4.12 2.17 4.08 2.24
Fake_Share_2-FakeExp 3.57 2.23 3.57 2.18 3.91 2.28 3.82 2.23
Fake_Share_3-FakeExp 3.92 2.26 4.03 2.31 4.30 2.28 4.42 2.25
Fake_Share_4-Emotion 3.58 2.16 3.51 2.19 3.88 2.29 3.83 2.20
Fake_Share_5-Emotion 3.88 2.19 3.80 2.19 4.33 2.21 4.08 2.18
Fake_Share_6-Polarise 4.03 2.31 4.00 2.32 4.55 2.24 4.45 2.23
Fake_Share_7-Emotion 3.38 2.17 3.45 2.23 3.68 2.18 3.77 2.23
Fake_Share_8-Polarise 3.93 2.24 3.78 2.26 4.11 2.18 4.16 2.27
Fake_Share_9-Polarise 4.14 2.22 3.92 2.29 4.29 2.20 4.21 2.14
Real Fake_Share_13 3.62 2.26 3.75 2.23 4.03 2.31 4.04 2.22
Real Fake Share_14 3.84 2.27 3.79 2.29 4.19 2.37 4.09 2.33
Real_Share_15 2.94 2.12 3.05 2.20 3.48 2.28 3.58 2.33
Real_Share_16 3.20 2.30 3.31 2.30 3.40 2.29 3.58 2.34
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Table S32 Reliability, Confidence and Sharing Measure of all manipulative items - Two-sided Indepen-
dent Samples t-test of equivalence (TOSTs)

Var b.0. t.0. df.0. p.0. b.1. t.1. df.1. p.1. b.2. t.2. df.2. p.2.

F_Rel_Post t-test 1.92 721.68 0.06 TOST Upper -1.45 721.68 0.07 TOST Lower 5.29 721.68 p < 0.001

F_Conf_Post t-test 1.03 721.43 0.31 TOST Upper -2.34 721.43 0.01 TOST Lower 4.39 721.43 p < 0.001

F_Share_Post t-test 2.72 719.73 0.01 TOST Upper -0.64 719.73 0.26 TOST Lower 6.09 719.73 p < 0.001

Table S33 Linear regression with difference in pre-post reliability rating of manipulative messaging as
the dependent variable

Predictors Estimates CI p

(Intercept) −0.02 −0.08 − −0.03 0.436
Condition [Treatment] 0.00 −0.01 − −0.02 0.633
Gender [2] −0.01 −0.02 − −0.00 0.186
Gender [3] −0.03 −0.06 − −0.00 0.069
Grad [1] −0.00 −0.01 − −0.01 0.955
Age25-34 −0.00 −0.02 − −0.01 0.580
Age35-44 0.01 −0.02 − −0.03 0.542
Age45-54 −0.03 −0.08 − −0.01 0.130
Age [55 and over] 0.00 −0.09 − −0.10 0.964
Pol_interest_1 −0.00 −0.01 − −0.01 0.973
LR_Score −0.00 −0.01 − −0.01 0.906
FromMP [1] 0.01 −0.01 − −0.02 0.517
Lib_Auth 0.01 −0.00 − −0.03 0.054
WAUse_1 −0.01 −0.01 − −0.00 0.198
News.checking_1 0.01 −0.00 − −0.01 0.087
Social.checking_1 −0.00 −0.01 − −0.00 0.527

Observations 662

R2 / R2 adjusted 0.026 / 0.003
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Table S34 Linear regression with difference in pre-post confidence rating of manipulative messaging
as the dependent variable

Predictors Estimates CI% p

(Intercept) −0.01 −0.07 − −0.05 % 0.783

Condition [Treatment] −0.01 −0.02 − −0.01 % 0.335

Gender [2] −0.00 −0.02 − −0.01 % 0.570

Gender [3] −0.01 −0.04 − −0.02 % 0.622

Grad [1] −0.01 −0.02 − −0.01 % 0.218

Age25-34 −0.01 −0.02 − −0.01 % 0.492

Age35-44 −0.01 −0.03 − −0.02 % 0.603

Age45-54 −0.04 −0.08 − −0.01 % 0.103

Age [55 and over] 0.00 −0.10 − −0.10 % 0.944

Pol_interest_1 −0.00 −0.01 − −0.00 % 0.421

LR_Score −0.01 −0.02 − −0.00 % 0.310

FromMP [1] −0.01 −0.02 − −0.01 % 0.523

Lib_Auth 0.01 −0.01 − −0.02 % 0.253

WAUse_1 0.00 −0.01 − −0.01 % 0.611

News.checking_1 0.01 0.00 − −0.02 % 0.032

Social.checking_1 −0.00 −0.01 − −0.00 % 0.203

Observations 662

R2 / R2 adjusted 0.019 / -0.003

Table S35 Linear regression with difference in pre-post sharing rating of manipulative messaging as
the dependent variable

Predictors Estimates CI p

(Intercept) 0.04 −0.02 − −0.10 0.192
Condition [Treatment] −0.01 −0.02 − −0.01 0.382
Gender [2] −0.00 −0.02 − −0.01 0.719
Gender [3] 0.00 −0.03 − −0.03 0.966
Grad [1] −0.00 −0.02 − −0.01 0.679
Age25-34 0.00 −0.01 − −0.02 0.603
Age35-44 0.00 −0.02 − −0.03 0.779
Age45-54 −0.01 −0.06 − −0.03 0.628
Age [55 and over] −0.02 −0.12 − −0.09 0.746
Pol_interest_1 −0.01 −0.01 − −0.00 0.059
LR_Score −0.00 −0.01 − −0.01 0.434
FromMP [1] −0.00 −0.02 − −0.02 0.935
Lib_Auth −0.00 −0.02 − −0.01 0.743
WAUse_1 −0.00 −0.01 − −0.00 0.314
News.checking_1 0.01 −0.00 − −0.02 0.102
Social.checking_1 −0.00 −0.01 − −0.00 0.555

Observations 662

R2 / R2 adjusted 0.012 / -0.011
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Table S36 ANCOVA on Post-Treatment scores of reliability assessments (of manipulative items) – data
filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.17 1 0.17 23.97 p < 0.001
F_Rel_Pre 4.18 1 4.18 586.29 p < 0.001 .56 [.52, .60]

Condition 0.00 1 0.00 0.10 .752 .00 [.00, .01]

Error 3.25 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S37 ANCOVA on Post-Treatment scores of confidence in assessments (of manipulative items) –
data filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.55 1 0.55 70.67 p < 0.001
F_Conf_Pre 3.54 1 3.54 458.50 p < 0.001 .50 [.45, .54]

Condition 0.00 1 0.00 0.25 .615 .00 [.00, .01]

Error 3.52 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S38 ANCOVA on Post-Treatment scores of sharing measure (of manipulative items) – data
filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.32 1 0.32 42.52 p < 0.001
F_Share_Pre 4.85 1 4.85 652.45 p < 0.001 .59 [.54, .63]

Condition 0.00 1 0.00 0.67 .413 .00 [.00, .01]

Error 3.39 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S39 Proportion of rural population across participants’ states

State n Rural population (%) Weighted Rural1

Bihar 19 89 1685

Chhattisgarh 42 77 3226

Delhi 3 2 8

Haryana 5 65 325

Jharkhand 26 76 1976

Madhya Pradesh 471 72 34100

Rajasthan 120 75 9012

Unknown* 6 69 413

Uttar Pradesh 33 78 2564

Weighted Mean 73.5

*For missing values, rural proportion of India’s national population was imputed
1Weighted Rural = n * Rural population (%)
All rural population (%) values sourced from:

Table S40 Distribution between conditions by state

Condition State n

Control Bihar 15

Treatment Bihar 4

Control Chhattisgarh 22

Treatment Chhattisgarh 20

Control Delhi 1

Treatment Delhi 2

Control Haryana 5

Control Jharkhand 10

Treatment Jharkhand 16

Control Madhya Pradesh 232

Treatment Madhya Pradesh 239

Control Rajasthan 62

Treatment Rajasthan 58

Control Unknown 4

Treatment Unknown 2

Control Uttar Pradesh 14

Treatment Uttar Pradesh 19
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Figure S1 Distribution of Pre-Post Differences in Reliability Judgements of Manipulative Items by
Condition
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Figure S2 Distribution of Pre-Post Differences in Confidence in Judgements of Manipulative Items by
Condition

Figure S3 Distribution of Pre-Post Differences in Likelihood to Share Manipulative Items by Condition
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Figure S4 In-game Screenshot - First screen shown after starting the game, introducing the character
and motive
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Hello, Detective! We need you”

Figure S5 In-game Screenshot - Second screen shown after starting the game, depicting an explana-
tion of the propaganda spreading on WhatsApp.
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Our great country Santhala needs you. A group called “Big News” is spreading propaganda at a
very large scale”
Blue Text (Left to Right): “New mobile, who’s this?” “For what?”
Blue text: “Big News?” “Santhala?”
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Figure S6 In-game Screenshot - An in-game screenshot explaining the rules of the game.
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Be careful: If you get caught more than 3 times then we have to stop this secrecy. And watch your
score as well; this will tell you how much you are exposing the “Bad News” group.”
Blue text: “That’s fine”“Okay…”
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Figure S7 In-game screenshot - Showing how a Fake News technique (using a fake expert) is taught.
Translation: Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Just sending a message all of a sudden isn’t the right way, what do you think, how will the group
spread this health-related misconception?”
Blue text: “By creating a fake doctor profile” “By shouting loudly”
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Figure S8 In-game screenshot showing how the Fake News techniques is taught. Continuation of
Figure S7. Translation:
Green Bar (Left to Right): “Score” “Sanctions”
Grey Box: “Well done! Find the profile of a person who is a fake doctor”
White Box: “Dr Saurav Agrawal”
Blue Text: “It looks suspicious…” “Next”
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Figure S9 Example of a translated manipulative WhatsApp prompt (with English version from another
study) intended to show the use of a fake expert.
Screenshot reads: “Hello!
Nowadays it’s been very dry.
Even in the rainy season, it does not rain”, “Not sure what’s happening with the weather these days.
Maybe this is happening because of the climate change in the environment”,
“Do you think this is happening because of climate change?”,
“I’m not sure, it’s difficult to say, farming has become very difficult”,
“Hello, I am a scientist, climate change is a big reason for whatever is happening in our environment.
We have to save our environment.”,
“Right, interesting”.
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When individuals eat while distracted, they may compensate by consuming more afterwards.
Here, we examined the effect of eating while driving, and explored potential underlying mecha-
nisms. Participants (N�=�116, 73.3% female) were randomly allocated to complete a driving
simulation (distraction condition) or to watch someone else drive (control condition) while
consuming 10g (50.8 kcal) of potato chips. Afterwards, participants rated the taste intensity and
hedonic experience, reported stress levels, and were then given the opportunity to eat more
chips. As hypothesized, participants consumed more chips after the driving simulation. Stress
levels were higher in the driving compared to control condition, but were inversely related to
consumption amount, ruling out stress as explanatory mechanism. Saltiness ratings differed
between the driving and passive viewing condition, only when controlling for stress. The current
findings converge with earlier work showing that distracted eating can drive overconsumption,
which in turn can lead to long-term health implications. Limitations, implications, and potential
directions are discussed.

Keywords distracted eating, distraction, food intake, taste perception, consumption

When eating or drinking, people are fre-
quently exposed to situational stimuli

likely to distract them from the sensory expe-
rience of consumption. Pre-packaged foods
and drinks are increasingly popular and are
often consumed while people engage in other
activities such as listening to music, using their
mobile devices, or commuting. Especially when
consumption takes place under cognitively tax-
ing conditions, such as while driving, behind
a computer, or while looking at one’s smart-
phone, this practice is likely to increase the
amount consumed. For example, children and
adults that watch television during their meals
have been found to consume more food dur-
ing (Blass et al., 2006; Crespo et al., 2001;
Dubois et al., 2008), and following (Higgs &
Woodward, 2009) the consumption occasion.
Likewise, eating while driving, and while lis-
tening to loud music, has been found to be
less effective in reducing people’s desire to eat
(Ogden et al., 2016), and to promote overcon-

sumption (Spence & Shankar, 2010; Stafford
& Dodd, 2013; Stroebele & de Castro, 2006).
Finally, a meta-analysis examining the effect of
distraction during consumption on the amount
of food consumed revealed a positive asso-
ciation between these factors (however, one
study included in this analysis may have biased
the overall effect size Robinson et al., 2013).
Several mechanisms have been proposed to

explain why distracted eating promotes over-
consumption, such as reduced awareness of
the amount consumed and reduced memory
of food intake (Robinson et al., 2013; Oldham-
Cooper et al., 2011) and compensatory re-
sponses to stress (Reichenberger et al., 2018;
Torres & Nowson, 2007). There is also grow-
ing evidence to suggest that the positive link
between distraction and consumption amount
may be explained by reduced taste percep-
tion. For instance, a number of experiments
have demonstrated that distraction reduces
the taste or odor intensity of sweet, sour, and
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Take-home Message

In this study, people consumed more potato chips after

eating chips while completing a driving simulation than in

a control condition. We had hypothesized that this was

due to lowered perceived taste intensity of the potato chips

eaten while distracted, but this was only the case when we

controlled for stress. Differences in perceived stress did not

explain the differences in subsequent consumption amount

between the conditions.

bitter solutions, and salty snacks (Hoffmann-
Hensel et al., 2017; Liang et al., 2018; van
der Wal & van Dillen, 2013), and even pro-
motes increased consumption (Morris et al.,
2020; van der Wal & van Dillen, 2013). Par-
ticipants who were distracted by a working
memory task while preparing lemonade at
their preferred concentration opted for greater
amounts of syrup and consumed more salty
buttered crackers than participants who expe-
rienced minimal distraction (van der Wal & van
Dillen, 2013). Additionally, compared to mildly
distracted participants, highly distracted par-
ticipants exhibited reduced neural taste pro-
cessing during tasting, while they consumed
more during a subsequent ad libitum food test
(Duif et al., 2020). More generally, several re-
cent studies have pointed to the importance
of sensory perception, in particular taste in-
tensity, for expectations of fullness and later
portion selection (as reviewed in Forde, 2018).
Furthermore, salt intensity predicted ad libi-
tum intake, even when the foods were equally
liked (Bolhuis et al., 2012). However, to our
knowledge, no studies have examined both the
effect of distraction on perceived taste inten-
sity and palatability of the food consumed and
how this influences later consumption. Fur-
thermore, previous studies on distracted tast-
ing have used distractions that were either not
very ecologically valid (e.g. working memory
task van der Wal & van Dillen, 2013; Duif et al.,
2020; Liang et al., 2018) or not very cognitively
demanding (e.g. listening to music, Stroebele
& de Castro, 2006). Accordingly, the aim of the
present study is to investigate the proposed
effect using a more ecologically valid distractor

– to examine whether eating while driving pro-
motes increased consumption, and whether
this effect is explained by reduced taste inten-
sity.
Increased stress levels may provide an alter-

native explanation for the effect of distracted
consumption on increased consumption. That
is, it is plausible that driving may imbue stress
(Antoun et al., 2017). For example, partici-
pants completing a driving simulation were
more stressed when driving themselves than
when the simulation was of a self-driving car,
evidenced by a higher skin potential response
and heart rate (Zontone et al., 2020). Ele-
vated stress levels have been linked to both
increased and reduced food intake (Reichen-
berger et al., 2018; Torres & Nowson, 2007).
For instance, ego threat leads to increased
snack intake in one study (Wallis & Hethering-
ton, 2004) but lower snack intake in another
(Wallis & Hetherington, 2009), depending on
the type of snacks offered and restrained and
emotional eating style. Another factor thatmay
influence whether stress has a positive or neg-
ative effect on food intake may be the severity
of the stress (Torres & Nowson, 2007). Thus,
we additionally examined the potential role of
stress in compensatory consumption following
distracted eating (snacking while driving).
Societal and technological developments

have increased the frequency in which foods
(particularly high-calorie snacks Hirschberg et
al., 2016) are consumed while driving (Food-
Shopper Monitor, 2018; Stutts et al., 2005),
thus making this an ideal and realistic scenario
in which to test this effect. Furthermore, al-
though multiple studies have found that eat-
ing while driving negatively influences driving
performance (Dingus et al., 2016; Irwin et al.,
2014; Young et al., 2008), the reverse question
of whether driving influences eating has so far
not been addressed.
The driving context was chosen to be de-

manding so as to require attention (rather than
just routine), and to be representative of every-
day demanding driving contexts (e.g., driving
on an unfamiliar road, or city traffic during rush
hour). We expected that driving would thus
induce stress, and mental load. As a result
of this higher demand, we hypothesized that
driving, relative to control (passive viewing), de-
creases the perceived taste intensity of salty
potato chips. At the same time we expected
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that it would lead to greater chip consump-
tion afterwards. As noted, we were less cer-
tain about the role of stress in this mechanism,
as previous research has observed both in-
creased and decreased consumption following
stress. Therefore, we examined the possibility
of both a positive and a negative relationship
between stress and subsequent consumption.
Furthermore, we also explored the effects of
distraction on the hedonic aspects of taste. We
hypothesized that distraction decreases per-
ceived taste intensity but may not affect hedo-
nic ratings, as the hedonic value of consump-
tion varies greatly between individuals but is
stable within individuals and as this has not
been consistently linked with actual consump-
tion (DiFeliceantonio et al., 2018; McCrickerd
& Forde, 2015; Tang et al., 2014). Therefore,
we did not think it likely that the hypothesized
effect of distraction on consumption could be
explained by changes in hedonic ratings. More-
over, we explored whether participants’ driv-
ing experience was a potential moderator of
our proposed effects of distraction on taste
perception and consumption since this may af-
fect how demanding and stressful the driving
manipulation was for each participant. Finally,
since some previous studies have found that
the effects of distraction on consumption vary
with individual differences in restrained eating
(Boon et al., 2002; Ogden et al., 2016), this was
included as a control variable.

Methods

Participants and Design

One hundred nineteen English speaking Lei-
den University students in possession of a
driver’s license (car) participated in exchange
for course credit or money (€3.50) and were
randomly assigned to a simulated driving or
control condition. Smoking or having allergies
were exclusion criteria. Participants were re-
quested not to eat and to only drink water
two hours prior to the start of the study. Of
the sample, three cases were excluded be-
cause they fell outside the proposed age range
of 18-30 years (ages 45 and 60 years, > 3
SDs from the mean; for one participant age
was not known). An additional three partici-
pants initiated but did not complete the study

and were therefore also excluded from fur-
ther analyses. Repeating the analyses includ-
ing these participants did not change the re-
sults. The remaining sample for analyses thus
consisted of 116 participants (30 men, mean
age 22.30 years, SD = 4.98 years) evenly dis-
tributed over the two conditions (n = 58 each).
The two groups did not differ on the number of
men and women, age, nationality, or total Re-
strained Eating Score (see Supplemental Table
4).
The main dependent variables were taste

intensity of the potato chips and the amount
of calories consumed. In addition, stress lev-
els and hedonic ratings were considered. In-
dividual differences in driving experience and
restrained eating were examined as potential
moderators. The research questions and pro-
cedure were approved by the ethical commit-
tee of the Leiden University Psychology Insti-
tute (CEP19-0301/146). All procedures per-
formed were in accordance with the 1964
Helsinki Declaration and its later amendments
or comparable ethical standards. Informed
consent was obtained from all individual par-
ticipants involved in the study. The overall de-
sign, research question and hypotheses were
specified in the ethics proposal prior to the
start of data collection. The ethics proposal,
raw data and analysis script can be obtained
from: osf.io/twg9r/.

Procedure

Before engaging in the experiment, partici-
pants were seated behind a desk with a lap-
top on which a short introductory text was
displayed that informed them that the study
was about multitasking while driving. After pro-
viding informed consent, participants next re-
ported their driving experience. Following this,
they were randomly assigned to the driving
or control condition (see Driving simulation for
details), and asked to sit in the driver’s seat
of the simulator where they were provided in-
structions for the driving simulation. Partici-
pants were then provided with a bowl of potato
chips (10 grams, 50.8 kcal) and instructed to
consume them all during the driving simula-
tion. The chips used were Lays Classic salted
potato chips. All participants consumed the
entire 10 grams/50.8 kcal. Participants then
completed the driving simulation. Following
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Figure 1 The set-up of the driving simulator used in both the
experimental driving and passive viewing control conditions. It con-
sisted of a chair, steering wheel, pedals and a 23-inch flat screen. A
PlayStation 3 and the game Gran Turismo (Yamauchi, 2013) were
used to simulate the actual driving experience. Participants drove
(or viewed a recorded video of) three laps on the Twin Motegi
Course.

the driving simulation, participants returned to
the desk to report their ratings, stress levels,
age, sex, and ethnicity on the laptop. Partici-
pants were then instructed to wait in the room
while the experimenter collected debriefing
forms from the adjacent room (wait time held
constant at three minutes), and that if they
wanted, they could eat the rest of the potato
chips (the remaining 15 g (76.2 kcal) from the
25 g party bag, in a bowl on the same desk).
The Netherlands Nutrition Centre states 30
g as the average portion size of chips in the
Netherlands (Voedingscentrum, n.d.). Partici-
pants were told that these potato chips were
left over from the party bag and that they were
free to consume them all. Finally, all partici-
pants were debriefed, thanked, and compen-
sated for their participation.

Materials

Driving Simulation

To create a realistic and demanding driving
context, a set-up was built that consisted of
a chair, steering wheel, pedals, and a 23-inch
flat screen (see Fig.1). A PlayStation 3 and the
game Gran Turismo (Yamauchi, 2013) were
used to simulate a realistic driving experience.
Participants were seated in the driving chair
and it was explained how they could speed up,
break and steer. Participants were asked to
drive three laps on the Twin RingMotegi course
that consisted of two straight sections, a large
bend and 2 sharp bends. Participants were
told they should drive as well as they could.
Driving the three laps took threeminutes on av-
erage. If a participant took longer than 10 min-
utes to complete the laps the simulation was
stopped, however, none of the participants
took longer than 10 minutes to drive the three
laps. To create a comparable situation in the
control condition, the same driving simulator
was used. The participants in the control group
acted as co-driver/passenger and did not actu-
ally drive themselves. Instead, a three-minute
recorded video was played, showing the exact
same three laps of the Twin RingMotegi course
that the participants drove in the experimental
driving condition.

Driving Experience

Three questions addressed participants’ driv-
ing experience: ‘How many years do you have
your driver’s license?’, ‘How often do you drive
on average per week?’ and ‘How many kilo-
meters did you cover on average in the last
year?’. The three items were answered on five-
point Likert scales. These included respectively,
driving years ranging from 1 (up to 1 year), in-
creasing with each scale point with 1 year to a
maximum of 5 (over 7 years); driving frequency
ranging from 1 (once a week) increasing with
each scale point with one time per week to a
maximum of 5 (7 times per week); and driving
distance ranging from 1 (1,000km per year) in-
creasing with each scale point with 1,000km
per year to a maximum of 5 (7,000 km per
year).
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Taste Intensity

Participants rated the potato chips on three
items relating to taste intensity, namely ‘salti-
ness’, ‘sourness’, and ‘sweetness’, on seven-
point Likert scales ranging from 1 (not at all)
to 7 (very). Sweetness and sourness ratings
were included as catch trials, to establish that
participants were notmerely guessing when as-
sessing the potato chips’ flavor. Furthermore,
the sweetness and sourness ratings serve as
a baseline measure since we do not expect
them to differ between conditions.

Hedonic Rating

Participants next rated the potato chips on
three more items relating to hedonic experi-
ence, namely ‘quality’, ‘tastiness’, and ‘crunch-
iness’, on the same seven-point Likert scales
ranging from 1 (not at all) to 7 (very).

Stress levels

Participants were asked five questions pertain-
ing to their experiences of stress during the
simulation: ‘How relaxed were you during the
driving simulation?’ (reversed), ‘How much did
you have the feeling that you were in control
during the driving simulation?’ (reversed), ‘How
rushed did you feel during the driving simula-
tion?’, ‘How nervous were you during the driv-
ing simulation?’, and ‘How well did you perform
during the driving simulation?’ (reversed). All
questions were answered on a six-point Likert
scale ranging from 1 (not at all) to 6 (very).

Calories Consumed

The number of calories consumed was deter-
mined by weighing the bowl with the remaining
chips once the participant had left and sub-
tracting this from its initial weight. The weight
in gram was then multiplied by the amount of
kcal/g (5.08).

Data Preparation

All data preparation steps and statistical analy-
ses were performed in R (R Core Team, 2019)
and can be retrieved from the OSF page:
osf.io/twg9r/. Distribution of the variables was
examined by visual inspection, Shapiro-Wilks

test and Levene’s test. Since some of the vari-
ables were skewed, robust regression using
the rlm function of the R package MASS was
used throughout for consistency.
Robust regression was used to examine the

differences between conditions unless other-
wise specified (see Results). For each depen-
dent variable (taste intensity, hedonic rating
and number of calories consumed) we first esti-
mated a full factorial model that included main
effects and interaction of the experimental fac-
tor (Driving, Control) and Driving Experience. If
the interaction term was not statistically signif-
icant, subsequently models with only the main
effects of the experimental factor and Driving
Experiencewere estimated. Afterwards, we cal-
culated the Bayes Information Criterion (BIC)
in order to see which model performed best.
Reliability analysis revealed saltiness was

poorly associated with sourness and sweet-
ness (Cronbach’s α = 0.31), as expected, and so
these ratings were therefore examined sepa-
rately. The items assessing hedonic rating and
stress showed adequate reliability (Cronbach’s
alphas of respectively .69 and .79) and were
therefore averaged into two overall scores.
The three items that assessed driving expe-
rience were only moderately associated (Cron-
bach’s α = 0.54), but driving distance correlated
significantly with both frequency (r = 0.48) and
years of license (r = 0.34), with the latter two be-
ing uncorrelated (r = 0.06). Even though each
item thus seemed to tap into a somewhat dif-
ferent aspect of driving experience, they were
nevertheless averaged to form a broad index
of driving experience.
Subsequent t-test analyses confirmed that

driving experience in years, frequency and dis-
tance did not vary across conditions (ts < 1.42,
ps > 0.153, so that these could be incorpo-
rated as moderator variables into the regres-
sion models for taste ratings and consump-
tion. Table 1 depicts the raw means and stan-
dard deviations of the three Driving Experience
items (years, frequency and distance) as a func-
tion of condition. Since driving experience was
highly skewed towards the lower end (see Fig-
ure 3a in the Supplement section), quartile
scores were used in the analyses.
Control analyses showed thatmen hadmore

driving experience (M = 2.10, SD = 0.71) than
women (M = 1.71, SD = 0.76; F (1,114) = 6.30,
p = 0.01). Moreover, men consumed more
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Table 1 Means and standard deviations of driving experience (in
years, distance and frequency) as a function of condition (driving;
control).

Condition Driving
Years1

Driving
Distance

Driving
Frequency

Driving 2.13 (1.23) 1.90 (1.28) 1.45 (.81)

Control 2.39 (1.17) 1.63 (1.02) 1.53 (.86)

1 The driving experience items were answered on five-point Likert scales

ranging from respectively 1 (up to 1 year/once a week /1000km per

year) to 5 (over 7 years/ 7 times per week /7000 km per year).

calories than women irrespective of the exper-
imental condition (men: M = 100.0 kcal, SD =
27.9; women: M = 71.7 kcal, SD = 25.0; b = -9.09,
SE = 2.04, t(111) = -4.45, p > .001). Therefore,
we corrected for gender in all our analyses.

Results

Effects of Driving on Calories consumed

Table 2 and Figure 2 depict the mean and
standard deviation/error for potato chips con-
sumed in kcal during the driving manipulation
and the follow-up free consumption test as a
function of condition (Driving; Control).
Inspection of the histograms revealed that

the number of calories consumed was not
normally distributed, but had a bimodal dis-
tribution with many observations at the scale
extremes (50.8, 127.0; see supplemental Fig.
S6.b for histograms per condition). More
specifically, during the free consumption pe-
riod 52% of participants consumed no chips
and 20% of participants consumed all of the
chips. Given howmany participants consumed
the maximum amount of chips available, it
is likely that the mean consumption amount
would have been higher if it had not been re-
stricted (i.e., censoring effect is likely). There-
fore, we applied Tobit regression analyses1 (i.e.,
censored regression models Tobin, 1958), us-
ing the R package censReg (Henningsen, 2010).
This Tobit regression analysis with calories

consumed as dependent variable and main

1We also analyzed the number of calories consumed us-
ing robust regression models. These yielded comparable
results, see: osf.io/twg9r/.

effects and interaction of the experimental fac-
tor (Driving, Control) and Driving Experience
showed no significant interaction term, so a
model with only main effects was estimated.
There was a significant main effect of the driv-
ing manipulation, b = -19.43, p = 0.026. As
hypothesized, participants consumed more
potato chips when driving (M = 84.3 kcal, SE
= 4.11), compared to passively watching the
same route (M = 72.9 kcal, SE = 3.24). Driving
Experience did not have a main effect. The BIC
for the model with only main effects was lower
than the model with the interaction term (BIC
3.15).

Effects of Driving on Taste Intensity

Table 2 and Figure 2 depict themeans and stan-
dard deviations for all taste intensity ratings as
a function of condition (Driving; Control).
Robust regression analyses incorporating

main effects and interaction of the experimen-
tal factor (Driving, Control) and Driving Experi-
ence were conducted to examine the effects
on saltiness ratings. The BIC for themodel with
only main effects was lower than the model
with the interaction term (BIC 2.67). Contrary
to our first hypothesis, we did not observe a
significant main effect of condition, b = 0.42,
SE = .23, t(111) = 1.84, p = 0.067. As predicted,
participants rated the potato chips as less salty
when they were driving themselves (M = 4.43,
SE = 0.16), than when they were attending a
recording of the same route being driven by
someone else (M = 4.74, SE = 0.15), but this
difference did not reach the threshold for sig-
nificance. Control analyses confirmed that the
driving manipulation likewise did not signifi-
cantly impact participants’ sourness and sweet-
ness ratings (ts < 0.3, ps > .54) with very similar
intensity ratings across conditions (see Fig.2).
The potato chips were generally perceived to
be minimally sweet (M = 2.01, SD = 1.15) and
sour (M = 1.72, SD = 0.96). Taken together,
even though the intensity ratings showed the
expected pattern, we found no robust proof
that driving interfered with participants’ pro-
cessing of the saltiness of the chips.
There was no main effect or interaction ef-

fect of Driving Experience.
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Table 2 Means and standard deviations of the various taste ratings (1 - not at all to 7 - very) and amount consumed in
kcal as a function of condition (driving; control).

Condition Salty Sweet Sour Quality Tasty Crunchy Total Calories
Consumed

Driving 4.43 (1.19) 2.00 (1.27)
1.79 (1.04)

1.79 (1.04) 4.85 (1.14) 5.17 (1.35) 5.12 (1.20) 84.3 (31.1)

Control 4.74 (1.15) 2.05 (1.03) 1.69 (0.90) 4.67 (1.37) 4.98 (1.40) 5.22 (1.13) 72.9 (24.7)

Figure 2 Mean of taste intensity ratings, hedonic ratings and
total calories of chips consumed per condition. “Hedonic rating”
here reflects the mean of the “quality”, “crunchy” and “tasty” ratings.
Total amount of calories includes the standard amount of 50.8
kcal of chips eaten during the manipulation, as indicated by the
horizontal black line. Error bars reflect standard error.

Explorations of Hedonic Rating and Driving-
induced Stress as Alternative Explanation

We also explored whether driving altered he-
donic aspects of the consumption experience.
A robust regression model with hedonic rating
as dependent variable and main effects and
interaction of the experimental factor (Driving,
Control) and Driving Experience was estimated.
Table 2 depicts the means and standard devia-
tions for the three hedonic ratings as a function

of condition (Driving; Control). These showed
that participants rated hedonic aspects no dif-
ferent in the driving condition (M = 5.08, SE =
0.41) than the control condition (M = 4.95, SE =
0.42, b = -0.18, p = 0.782). When the itemswere
analyzed separately, this did not yield any sig-
nificant differences either (ps>0.356). Finally,
driving experience did not significantly impact
hedonic rating (p=0.344) nor was there a signif-
icant interaction between Driving Experience
and condition on hedonic rating (p = 0.125).
We next examined whether the effects of

driving on perception and consumption re-
sulted from driving-induced stress as opposed
to distraction. Table 3 depicts the means and
standard deviations for the five stress ratings
as a function of condition (Driving; Control).
These revealed that all five items were affected
by the driving manipulation; participants were
significantly less relaxed, and felt significantly
more in control, rushed, nervous, and per-
forming well while driving than while in the
passive viewing condition, ts>2.93, ps<0.020.
This confirms that driving compared to pas-
sive viewing heightened participants’ stress lev-
els. There was no interaction between Driving
Experience and the driving manipulation on
perceived stress levels (p = 0.17).
To test whether the effect of condition on

the amount of food consumed could be ex-
plained by the difference in experienced stress,
a Tobit regression analysis was performed with
calories consumed as the dependent variable
and the main effects and interactions of the
experimental factor (Driving, Control), stress,
and Driving Experience. Since the full facto-
rial did not show a significant effect of the in-
teraction term with Driving Experience, sub-
sequently a model was estimated with calo-
ries consumed as the dependent variable and

van Meer et al. (2023). Driven to Snack: Simulated Driving Increases Subsequent Consumption. Journal of Trial & Error,
3(1), 57–71. https://doi.org/10.36850/e13.

https://doi.org/ 10.36850/e13


Empirical van Meer et al. 64

Table 3 Means and standard deviations (between brackets) of the various stress ratings (1- not at all to 7 – very) as a
function of condition (driving; control).

Condition Relaxed In control Rushed Nervous Performed well

Driving 3.28 (1.32) 3.20 (1.30) 3.82 (1.24) 3.17 (1.45) 3.95 (.95)

Control 4.44 (1.34) 1.56 (.88) 2.88 (1.35) 2.56 (1.41) 2.63 (1.07)

the main effects and interactions of the experi-
mental factor (Driving, Control) and stress and
only a main effect for Driving Experience (BIC
9.43). The analysis showed a main effect for
both conditions, b = -25.82, SE = 32.14, t =-
2.60, p = 0.009, and stress, b = -15.83, SE =
7.60, t = -2.08, p = 0.037. Interestingly, the ef-
fect of stress on consumption was negative,
which means that participants who felt more
stressed ate less. This suggests that increases
in stress did not explain increased consump-
tion following driving. Additionally, there was a
significant interaction effect of driving manip-
ulation and stress on calories consumed: b =
18.22, SE = 9.29, t = 1.96, p = 0.038. Although
therewas no significantmain effect of stress on
consumption when the analyses were done in
the respective conditions, a Fischer r to z com-
parison confirmed that the slopes of the effect
of stress on calories consumed in the driving
and control condition were different, Z = 2.00,
p = 0.05. In the driving condition stress had a
stronger negative effect on calories consumed
(r = -0.37) compared to the control condition (r
= -0.12). There was no significant main effect
of stress on consumption when the analyses
were done in the respective conditions. When
added as covariate to the overall regression
model, stress did not explain the main effect
of driving on calories consumed.
In conclusion, stress had a negative effect on

consumption. So, even though participants felt
more stressed in the driving condition, stress
did not account for the difference in calories
consumed between the driving and control
condition.
There was no effect of stress on saltiness

ratings or any interactions between stress and
condition or driving experience on saltiness
ratings (all ps >0.35). However, when stress
was entered into the model, the effect of con-

dition on saltiness ratings became significant
(b = 0.54, SE = 0.26, t(111) = 2.035, p = 0.0454).2

In order to examine the relationships be-
tween all factors of interest and to take into
account that driving experience and stress are
assessed by multiple items, we used struc-
tural equationmodeling (SEM) to estimate path
models using the lavaan package in R (Rosseel,
2012). Figure 6 in the supplementary section
depicts the model that was tested. Calories
consumed was the dependent variable, driving
condition was included as a predictor and taste
perception (saltiness ratings) and stress were
assessed as possible mediators between driv-
ing condition and calories consumed. Stress
and driving experience were modeled as latent
variables. Furthermore, gender was added to
the model as a control variable. Since lavaan
does not support interactions with latent vari-
ables, no interactions were modeled. Model
fit indices show a poor fit for the model (CFI =
0.69; SRMR = 0.12; RMSEA = 0.14 (90% CI: 0.12
to 0.17). The model showed a significant effect
of driving condition on calories consumed (b
= 13.62, SE = 6.14, p = 0.027) but did not indi-
cate stress or saltiness ratings as a mediator of
this effect via a direct or indirect path (Figure
6; analysis script on OSF).

General Discussion

In this study we aimed to build on previous
studies that found that distraction increased

2Restrained Eating as measured by the Restrained Eating
Scale (Polivy et al., 1978) was examined as a potential
moderator as well. There was no difference in Restrained
Eating between the driving (M=13.0; SD=5.82) and control
condition (M = 11.9; SD = 4.76). Restrained Eating did not
interact with any of the variables of interest. Adding total
Restrained Eating score as a covariate did not change the
overall pattern of results, see: osf.io/twg9r/.
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consumption by examining possible explana-
tions of the effect in a practically relevant
setting. To do so, in a simulated driving
experiment, we examined whether snacking
while driving would result in greater consump-
tion afterwards. We furthermore investigated
whether this effect could be explained by re-
duced taste intensity while driving or by driving-
induced stress.
In support of our predictions, participants

who engaged in the driving simulation while
consuming potato chips, consumed more
potato chips during a follow-up free consump-
tion test than participants whomerely watched
a recording. There were some indications that
the driving simulation lowered the saltiness rat-
ings of the chips. Other sensory ratings and
hedonic ratings were unaffected by driving.
Many different (complementary) explana-

tions have been proposed for the mechanism
which makes people consume more after or
during distracted consumption, including re-
duced memory for food intake or health goals,
disrupted influence of satiation, and dishabitu-
ation (Forde, 2018; Robinson et al., 2013). In
the current study, we found some indications
that lowered taste perception may be an inter-
esting component to consider when studying
the mechanism behind overconsumption after
distracted eating.
Our finding that distraction may reduce per-

ceptions of saltiness supports previous litera-
ture demonstrating this effect (van der Wal &
van Dillen, 2013; Liang et al., 2018; Duif et al.,
2020). As taste intensity has been found to
correlate negatively with food intake (Forde

Original Purpose

In this study, we aimed to examine the effect of eating while

driving, and potential underlying mechanisms. We hypoth-

esized that eating while driving would reduce taste percep-

tion, whichwould in turn cause participants to overconsume

afterwards to compensate. Based on previous research,

we expected that taste perception, but not hedonic prefer-

ence, would be diminished during distracted consumption.

We furthermore wanted to examine the effect of stress ex-

perienced during the driving simulation as an alternative

explanation.

et al., 2013), lowered experienced taste in-
tensity during distracted eating may lead to
increased food consumption. Furthermore,
when distracted, taste information may not be
processed in a way that leads to satisfaction
or satiation. For example, consuming a high
calorie drink under high perceptual load led to
lower satiety than when the same drink was
consumed under low perceptual load (Morris
et al., 2020). Future studies could examine
the effect of distracted consumption on satia-
tion/satiety and how this relates to taste per-
ception and other outcomes.
Perceived stress was examined as an alter-

native explanation of the effect of distracted
consumption on subsequent consumption.
Whereas participants reported more stress af-
ter driving than after watching someone else
drive, self-reported stress yielded an opposite
effect on consumption, with participants con-
suming fewer rather than more potato chips.
The phenomenon that acute stress can reduce
food intake has been attributed to physiologic
changes that occur after acute stress and that
might be expected to temporarily reduce food
intake, e.g., slowed gastric emptying and shift-
ing of blood from the gastrointestinal tract to
muscles (Torres & Nowson, 2007).
Several previous studies have found an ef-

fect of restrained eating on the relationship
between stress and consumption (Wallis & Het-
herington, 2004; Wallis & Hetherington, 2009).
However, we did not find an effect of restrained
eating on consumption or any interaction be-
tween restrained eating, stress or driving ma-
nipulation. This could possibly be explained
by the fact that restrained eating scores in our
sample were low.
In conclusion, higher perceived stress was

associated with lower consumption of potato
chips. Therefore, the finding that the driving
manipulation increased intake could be not
accounted for by the driving induced stress.
A strength of the current study is the use

of a realistic and practically relevant distractor
and consumption situation. This study aimed
for a control condition that matched the sen-
sory input during driving and thus only differed
from the experimental condition in the mental
load and stress induced. As a result, the partic-
ipants in the control condition were probably
still somewhat distracted and this might have
created a conservative test of our hypotheses.
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However, this way, any differences in consump-
tion and perceived taste intensity between the
conditions could be attributed to differences in
the availability of mental capacity. It is possible
that the smaller effect sizes have caused our
study to be underpowered to detect the effect
of driving condition on saltiness ratings. Future
research could examine variations in mental
load and stress further by comparing different
levels of distraction during consumption, e.g.,
high distraction, low distraction, no distraction
and targeted attention through mindful eating
instructions in a larger sample.
The current study also has its limitations.

Whereas standardization of the consumption
amount during the driving manipulation al-
lowed us to examine differences in compen-
satory consumption, one limitation of the study
is the limited amount that could be consumed
later. The mean difference in the amount of
potato chips consumed after driving or pas-
sively watching was only 11 kcal. However,
these 11 kcal were consumed in addition to the
50.8 kcal that participants already ate during
the driving distraction or passively viewing. In
addition, a substantial proportion of the sam-
ple consumed the entire additional 15 grams
or 76 kcal, whichmight indicate that they would
have consumed more had they had the op-
portunity to do so. To further examine the
magnitude and practical relevance of the com-
pensatory consumption effect, future studies
could examine ad libitum intake following dis-
tracted eating.
Although participants were requested not

to eat in the two hours prior to the start of
the study, subjective hunger was not assessed.
However, since participants were randomly as-
signed to the driving or control condition, pos-
sible variability in hunger status is unlikely to
have caused the difference in subsequent con-
sumption between conditions.
We did not assess how much experience

with playing video games participants had. In
addition to driving experience, this may have
affected how challenging the driving simulation
was for participants.
Lastly, the relatively young age, low driving

experience, high education level and unbal-
anced gender ratio of our sample limits the
generalizability of our results. Furthermore,
ethnicity was not assessed. Future studies
could extend our findings in broader samples

that are more representative of the general
population.

Conclusion

Using a realistic but lab-controlled driving sim-
ulation, the findings reported here provide ad-
ditional support for the notion that distract-
ing consumption settings may have long-term
health implications, through their contribution
to overconsumption of unhealthy products.
This pushes the need for a better understand-
ing of what these settings look like in people’s
daily lives and how consumption settings can
be changed. The current research provides
some preliminary evidence that taste percep-
tion, and especially perceived taste intensity,
may be a relevant aspect to consider when
examining the mechanism through which dis-
tracted eating leads to overconsumption.
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Supplementary Tables and Figures

Table 4 Means and standard deviations or N of gender, age and nationality as a function of condition
(driving; control).

Condition* Gender Age Nationality

Driving 15 M, 43 F 22.00 (2.66) 29 Dutch, 8 German, 3 English, 18 other

Control 15 M, 43 F 21.60 (3.02) 39 Dutch, 8 German, 11 other

*There were no statistically significant differences between the groups.

Figure 3 Histograms showing the distributions for a. mean Driving Experience, b. mean stress score, c.
salt intensity rating, d. total amount of calories consumed.
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Figure 4 Histograms showing the distributions per condition (Driving and Control) for a. mean Driving
Experience, b. mean stress score.

Figure 5 Histograms showing the distributions per condition (Driving and Control) for a. salt intensity
rating, b. total amount of calories consumed.
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Figure 6 Structural Equation Modeling path model. Drive_dist = average kms driven in last year;
Drive_freq = weekly driving frequency; Drive_years = years of having drivers’ license; Drive_exp_l = la-
tent variable of driving experience; Gendern = gender, male (0) or female (1); Salty = how salty the chips
were perceived during the experiment; Drive_Condition = experimental condition, either completing a
driving simulation (1) or control condition (0); Calories_consumed = the amount of calories consumed
after the driving manipulation; stress_l = latent variable for stress experienced during the driving manipu-
lation; Relaxed = how relaxed participants felt during the driving manipulation; Control = how in control
participants felt during the driving manipulation; Rushed = how rushed participants felt during the driving
manipulation; Nervous = how nervous participants felt during the driving manipulation; Performance =
how well participants felt they performed during the driving manipulation.
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Outdoor recreation continues to increase in popularity. In Norway, several avalanche fatalities
are recorded every year, but the accurate calculation of a fatal accident rate is impossible
without knowing how many people are exposed. We attempted to employ signaling data from
telecom networks to enumerate backcountry travelers in avalanche terrain. Each signaling
data event contains information about which coverage area the phone is connected to and
a timestamp. There is no triangulation, making it impossible to know whether the associated
phone is moving or stationary within the coverage area. Hence, it is easier to track the phone’s
movement through different coverage areas. We utilize this by enumerating the number of
people with phones traveling to avalanche-prone terrain for the 2019-2020 winter season. We
estimated that 13,666 phones were in avalanche terrain during the season, ranging from 0 to
118 phones per day with an average of 75 phones per day. We correlated the number of phones
per day against amount of daylight (R2=0.186, p < 0.01), weekends and holidays (R2=0.073, p <
0.01), and number of bulletin views (R2=0.045, p < 0.01). Unfortunately, the validation revealed
discrepancies between the estimated positions in the mobile network and the true reference
positions as collected with a GPS. We attribute this to the algorithm being designed to measure
urban mobility and the long distance between the base transceiver stations in mountainous
areas. This lack of coherence between the signaling data and GPS records for rural areas in
Norway has implication for the utility of signaling data outside of urban regions.

Keywords avalanche, risk, signaling data, telecom, non-urban areas

The number of avalanche fatalities is gen-
erally well-documented (Thapa, 2010;

Willibald et al., 2019), but obtaining a reli-
able measure of the total population (denom-
inator) of people accessing avalanche terrain
is difficult due to the open-access nature of
these activities (Winkler et al., 2016). How-
ever, there are multiple indirect proxies sug-
gesting that backcountry travelers in avalanche
terrain have increased in recent years (Birke-
land et al., 2017; Jekich et al., 2016; Techel et
al., 2016; Winkler, 2015). Backcountry travel-
ers voluntarily expose themselves to avalanche
risk during recreational activities such as skiing,
snowboarding, snowshoeing, and snowmobil-
ing (Johnson et al., 2020).
If the entire population of backcountry trav-

elers accessing avalanche terrain was known, it

would be possible to calculate the likelihood of
being killed by doing that activity in terms of mi-
cromorts. A micromort is a unit of risk, which
denotes a one-in-a-million chance of death
(Howard, 1984). The calculation of micromorts
is important as it would permit comparison
to other recreational activities (e.g., skydiving,
scuba diving and mountain biking) and a com-
mensurate level of interventions, through tar-
geted education and hazard awareness over
time.
Several studies have tried to estimate the

risk of death from recreational skiing, using
such methods as rough estimates (Valla, 1984),
light barriers and counting at specific locations
(Zweifel et al., 2006), surveys (Sole & Emery,
2008; Winkler et al., 2016), and archived logs
from mechanized skiing (Walcher et al., 2019).
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Take-home Message

We attempted to utilize signaling data to enumerate back-

country travelers in avalanche terrain. A representative

sample would enable us to calculate the fatal accident rate.

Unfortunately, the spatial validation revealed discrepancies

between the estimated positions in the mobile network and

the true reference positions collected with a GPS.

However, many of these methods only repre-
sent a crude measure of backcountry users
for a small defined area, short time frame, or
generalized survey data.
In Norway, an average of 6.5 avalanche fa-

talities have occurred per year over the last
10 years, but this has varied from 2 in the
2016-2017 winter season to 13 in the 2018-
2019 season (Figure 1). While these fatali-
ties provide some insight into avalanche risk,
we are unable to estimate the fatality rate, as
we do not have an estimate of the total num-
ber of people that expose themselves to this
risk. Therefore, we are unable to assess if
these changes in avalanche fatalities are due
to changes in the number of people exposed,
the snow cover, or the risk management. The
latter is of great interest for avalanche fore-
casting services and educational institutions
worldwide. Currently, no suitable methods
exist to measure the effects of structured in-
terventions, such as avalanche education or
avalanche forecasting.
Furthermore, in the last 5 years, the trend-

line for avalanche fatalities has flattened out
at approximately 6 fatalities (Figure 1, 10-year
moving average). However, over this same pe-
riod, we find it likely that there have beenmany
more people in the mountains due to the in-
creased popularity of backcountry travel. This
increase is supported by various proxies, in-
cluding the number of unique users access-
ing online avalanche forecasts (Engeset et al.,
2018). Therefore, does this increase in use
and relatively steady count of fatalities suggest
that the fatal accident rate has decreased over
time? This is difficult to ascertain when we do
not have a reliable base rate estimate of how
many people are exposed to avalanche terrain
every day or from year to year.

While our focus is on backcountry travelers
in avalanche terrain, the same issue is shared
by many other outdoor recreation activities, in-
cluding but not limited to hiking, mountain bik-
ing, paragliding, trail running, and white-water
kayaking. The fatalities and respective hazard-
causing deaths are documented in all of these
cases. The number of hours backcountry trav-
elers expose themselves to avalanches, also
known as the base rate, is absent (Johnson
et al., 2020; Kahneman & Tversky, 1973). As
such, a method to efficiently collect data on
avalanche exposure is of value to the broader
community of outdoor recreation.
Avalanches cause significant human and ma-

terial losses (Schweizer, 2008). Mitigation poli-
cies and prioritization require a qualitative ba-
sis fromwhich to design strategies and allocate
resources. WMO (2021) recommends a risk-
based approach to warnings and mitigation
(adopted by government agencies such as the
Norwegian Water Resources and Energy Direc-
torate) that requires base rate data. Due to the
lack of exposure data, base rates are challeng-
ing to calculate in terms of people traveling in
avalanche terrain. With base rate data, it is eas-
ier to understand which natural hazards need
the most attention, the amounts of resources
that are needed, andwhichmeasures aremost
efficient from a cost-benefit perspective.
The base rate information could also be

used to validate whether an increase in objec-
tive danger correlates with avalanche danger
levels. Winkler et al. (2021) calculated a relative
risk between the danger levels, but without a
base rate, they could not calculate the absolute
risk (i.e., micromorts). Furthermore, without a
valid base rate measure, Bayesian approaches,
which utilize diagnostic tests (also known as
stability tests) to assess avalanche decision-
making, lack important input data (Ebert, 2019;
Techel et al., 2020).
Given the ubiquitous use of mobile phones

in Norway (Statista, 2021), with 99.9% of
the population having access to 4G coverage
(MLGM, 2021), there is a potential opportu-
nity to obtain some insight into the total ex-
posure to avalanche terrain. Telia, one of the
largest mobile network operators (MNOs) in
Norway, collects a vast amount of anonymized
data through what is referred to as signaling
data. Every time a phone communicates with
a base transceiver station (BTS) (e.g., a phone
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Figure 1 Recreational avalanche fatalities in Norway by winter season from 1972 to 2021 with a 5 and 10-year moving
average (NGI, 2019; Varsom, 2021).

call, text message, or the phone itself checks
for new emails), signaling data is generated. On
average, a Telia subscriber generates around
300-400 active and passive signaling events a
day, or roughly 15 events per hour. The vast
amount of data collected makes it an appeal-
ing data source when studying human mobility
(Zhao et al., 2016).
During the last few decades, telecom data

have been widely used in the research com-
munity. Many useful findings of human activity
have been reported for urban areas (González
et al., 2008; Song et al., 2010). To our knowl-
edge, there is no research applying telecom
data in non-urban areas other than Francisco
et al. (2018). The reason for this could be the
relatively lower density of BTSs in rural and
mountainous terrain, with the majority located
where people live, work, and travel (Zhao et al.,
2016).
Norway has a vast number of remote moun-

tains, fjords, and islands. It is also among the
least densely populated countries globally, with
a population density of 15 people per square
kilometer (UN, 2021). Despite this, the MNOs
in Norway have been ranked among the top 10
providers worldwide with respect to cell phone
coverage for several years in a row (Speedtest,
2021). As a result of the excellent coverage,
most mountainous areas in Norway have full
4G coverage (Telenor, 2021; Telia, 2021), and

therefore their signaling data are expected to
have some utility in these areas.
In this study, we attempted to use

anonymized and aggregated signaling data to
count how many people expose themselves to
avalanche terrain around Tromsø, Norway. We
selected this area as historically, nearly 2/3 of
all recreational avalanche fatalities in Norway
occur in this county (Varsom, 2021). However,
because no one has been able to accurately
estimate how many people enter avalanche
terrain in this region, it is impossible to say
whether this high number of fatalities is solely
due to more users in the area, or if it is more
dangerous to ski in the area around Tromsø
compared to the rest of the country. Without
the base rate information, we are unable to
determine which of the two hypotheses is
correct (Johnson et al., 2020; Kahneman &
Tversky, 1973).
Secondly, we also want to use this method

to help assess whether the fatal accident rate
(FAR) from avalanches has increased or de-
creased during the last decade. Despite the
number of avalanche fatalities over the last
ten years having been relatively stable, there
is a general agreement that there has been
a significant increase in traffic amongst dif-
ferent groups of backcountry travelers in the
same period. This view of increasing use is
supported by a range of proxies, including the
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number of people seen in avalanche terrain,
the number of vehicles at trailheads, and the
sale of backcountry traveling equipment. This
increase of use, combined with a relatively sta-
ble fatality count, suggests that the FAR has
decreased during the last few decades (Techel
et al., 2016).
The challenges of determining the number

of people exposing themselves to avalanche
risk in the backcountry and calculating the risk
of skiing in avalanche terrain, have been ap-
proached by several others using a range of
imperfect methods. For example, Zweifel et
al. (2006) used light barriers and voluntary
registration boards at four sites near Davos,
Switzerland. Using these methods, Zweifel et
al. (2006) calculated the individual risk factor
for this population and found it lower than
the risk of driving a car. However, this was
for very limited area of Switzerland, and repre-
sents an engaged and self-selecting audience
that voluntarily provide registration informa-
tion. There have also been several studies us-
ing GPS-tracking and surveys to assess terrain
use (Buhler & Floyer, 2016; Hendrikx & John-
son, 2014; Hendrikx et al., 2016; Sykes et al.,
2020; Thumlert & Haegeli, 2017; Winkler et al.,
2021), but these studies are not representa-
tive for the whole population and are generally
skewed towards more engaged and advanced
users. Passive tracking of backcountry users
with time-lapse camera technology has also
been used (Saly et al., 2020), but was also lim-
ited to a small geographic area. The use of
telecom data for avalanche terrain is limited to
a single study by Francisco et al. (2018), who
undertook a case study to track backcountry
users in the Sorteny valley, Andorra. They ob-
tained access to raw call detail records (CDRs),
including an estimated position for each record
with an accuracy of 150 meters for a period
of 20 days. From these CDRs, they created
daily frequency plots and compared them with
avalanche danger, temperature, wind, snow
depth, solar radiation, and precipitation. Un-
fortunately, Francisco et al. (2018) did not pro-
vide any information regarding how the po-
sition (latitude, longitude) was established or
validated.
Our study attempted to build on these prior

studies and used truly anonymized signaling
data from Telia Company to count the to-
tal number of backcountry users within one

avalanche forecasting zone in northern Nor-
way. We also explored how these counts
changed in relation to known drivers of usage,
including weekends and holidays, and variable
environmental conditions.

Methods

Telia uses telecom network data, which is one
of the most extensive and continuously gen-
erated datasets in society today. The network
data exceeds billions of data points every day
in each Nordic country. These are stored in
the Telia database for billing, network optimiza-
tion, and other purposes. However, in con-
trast to regular data services, Telia can safe-
guard that no individuals can be identified in
the dataset, while still providing extrapolated
national movement patterns that are statisti-
cally representative for the entire population
and not just Telia subscribers.
Using signaling data, Telia can produce

mobility insights through a GDPR-compliant
method. They do this by never storing, pro-
cessing, or exposing data that can identify an
individual, and the smallest result generated
is in groups of 5 individuals within the same
movement chain (Ågren et al., 2021).
Telia does not have the exact position of

each phone in their signaling data, and new
data is only generated when the phone is ac-
tively or passively used (i.e., calling, SMS, trans-
fer of data), but most smartphones today are
constantly checking for updates, and thus con-
stantly generating signaling data.
Each signaling data record includes a times-

tamp and the coverage area (Cell ID) to which
the phone is connected. The best server es-
timate (BSE), which is the estimated coverage
area, is defined for each Cell ID.Most BTSs have
several Cell IDs due to the different antennas
pointing in diverging directions. Thus, the Cell
ID provides more specific information about
the position of the phone than only using the
BTS. The BSE consists of uniquely shaped poly-
gons representing the coverage area of each
Cell ID. The MNOs collect a lot of data, but
the utility of that data for research purposes
is limited due to privacy concerns. Telia Com-
pany does not use any triangulation method-
ology to define a more exact location due to
their strict privacy policy, but by analyzing the
data over time, it is possible to generate move-
ment chains from the signaling data. Telia’s
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algorithms process the movement chains to
form insights. They were originally intended
for urban areas, but we have employed them
to assess whether we can count skiers’ phones
in avalanche terrain using the insights from
signaling data.
The algorithms that process the movement

chains are designed to capture three differ-
ent patterns. The overview below intends to
provide a working understanding of how Telia
distill relevant data for each report.

1. Activity report – where crowds are spending
time without directional movement.

2. Routing report – where crowds are passing
by without stopping.

3. Origin-destination report – the trips made
by crowds between origins and destinations.

In this study, we utilize the activity report,
which captures howmany subscribers spend a
defined amount of time in a defined geograph-
ical area. The activity report can be produced
from a regional level and down to a statistical
grid, with the lowest resolutions being 500 x
500 meters in a dense urban area. The res-
olution is flexible, so the grids are larger to
secure GDPR compliance in rural settings. It
is possible to filter the amount of time spent
in a defined area, or use timestamps to reveal
when visitors arrived or left an area during the
day.
The spatial resolution of mobile network

data is dependent on the size of the Cell ID
that the cellphone has been communicating
with. Each BTS has several Cell IDs with a geo-
graphic coverage area. When a device moves
around it will connect to multiple different Cell
IDs, leaving a movement chain. The initial pro-
cessing involves turning this raw data trace into
dwells (activities taking place in one location)
and movements (Figure 2).
To utilize this methodology, we defined a ge-

ographical area for the avalanche terrain. We
also defined where people live (i.e., populated
areas) to identify areas that we could distin-
guish between avalanche terrain and popu-
lated areas. We defined populated areas and
avalanche terrain on a map using GIS software
(Figure 3). Definitions and methods for defin-
ing these areas are outlined in the sections
below.

Populated areas

Statistics Norway (2021) has created a GIS layer
with the number of inhabitants per 1x1 square
kilometers. We used this layer and defined
populated areas as grid cells with more than
ten inhabitants.

Avalanche terrain

Avalanche terrain can be defined using the
Avalanche Terrain Exposure Scale (ATES)
framework (Statham et al., 2006). Using the
nationwide ATES layer developed by Larsen
et al.(2020), we defined avalanche terrain as
the sum of simple, challenging, and complex
avalanche terrain. Numerous houses and
roads lie within avalanche terrain (Kalsnes et al.,
2021). We removed all avalanche terrain within
300 meters of a house or a road from the GIS
layer. The distance of 300 meters was chosen
to avoid counting people that are driving a car
or living in a house, but not moving between a
populated area and avalanche terrain.

Mobility analysis

The two layers with populated areas and
avalanche terrain were exported and shared
with Telia. They applied the layers with their
BSE of the coverage area and identified ar-
eas where it was possible to distinguish be-
tween populated regions (purple) and poten-
tial avalanche terrain (red) (Figure 4). Us-
ing the insights from the movement chains,
Telia counted how many phones traveled into
avalanche terrain using signaling data.
Given the nature of the terrain, the most

common backcountry trips around Tromsø
include a vertical elevation gain of between
800-1200 vertical meters. Assuming a regu-
lar uphill pace of 400-600 vertical meters per
hour, this could cause uphill travel to take as
few as 2 hours for the fittest recreationists.
Most people also hike and ride during the day-
time. Therefore, we added a filter that only
kept phones that were in avalanche-prone ter-
rain for at least 2 hours between 07.00-23.00,
during the 2019-2020 avalanche forecasting
season (1st of December until 31st of May). This
period includes the spring season when the
Covid-19 pandemic started. Large parts of Nor-
way closed down on March 13th and there is
likely a drop in tourists after this date.
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Figure 2 The movement of each cellphone could be tracked through different coverage areas.

Figure 3 The case study area Tromsø, Northern Norway.
Avalanche terrain is colored in red, while the populated areas are
colored in dark gray. The avalanche forecast regions are delineated
using a dashed line on the inset map.

Validation

To improve the insights from the movement
chains, Telia has developed an algorithm that
can assign the most likely position within the
Cell ID. Telia has targeted the algorithm against
normal behavior, which means that the posi-
tions will be biased towards populated areas
and roads where most people travel. The in-
depth details regarding the algorithm are con-
sidered a trade secret and are not disclosed
due to Telia’s commercial interests. Using the
output from the algorithm enables us to com-
pare the GPS position to signal data-derived
position. The GPS on their watch has a position
accuracy of 5-10 m (Wing et al., 2005).

Correlation with other usage factors

We correlated the number of people per day
against the amount of daylight, number of
avalanche bulletin page views, weekends and
holidays, the daily avalanche danger, percent-
age of cloud cover, wind strength, and precip-
itation. All weather parameters were aggre-
gated between 07.00 in themorning and 23.00
in the evening to only account for the condi-
tions during daytime. Amount of daylight was
calculated for a latitude of 69° North (SatAgro,
2019). The daily avalanche danger level was
provided by Varsom (2021) and the number
of page views for the avalanche forecast on
Varsom.no was provided by Google Analytics.
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Figure 4 Example of identified areas around Tromsø where the Telia could distinguish between populated areas
(purple) and potential avalanche terrain (red) given their BTS coverage in the region.

Table 1 Number of people in potential avalanche terrain versus
different variables that could be controlling number of people in
avalanche terrain. * Variable is not significant.

Number of people per day versus: R2 p-value

Amount of daylight 0.186 < 0.01

Weekend and holidays 0.073 < 0.01

Avalanche forecast page views 0.045 < 0.01

Avalanche bulletin 0.007 0.244*

Cloud cover 0.004 0.374*

Wind strength 0.002 0.521*

Precipitation 0.000 0.917*

Weekends and holidays were encoded as bi-
nary values of 0 or 1, with weekends and holi-
days coded as 1 and weekdays coded as 0. The
weather variables were downloaded from the
Norwegian Centre for Climate Services (2021)
on an hourly basis.

Results

Mobility analysis

Using the mobility analysis methods, we esti-
mated that 13,666 people were in avalanche
terrain for at least two hours during the 2019-
2020 season (December 1st, 2019, to May 31st,
2020, consisting of 182 days). The number
of people in avalanche terrain per day varied
from 0 to 118, with an average of 75 people
per day.
Amount of daylight had the strongest, albeit

very low, correlation (R2 = 0.186, p < 0.01), fol-
lowed by weekends and holidays (R2 = 0.073,
p < 0.01) and the number of forecast page
views (R2 = 0.045, p < 0.01). We also correlated
against precipitation, wind, daily avalanche dan-
ger and cloud cover, but none of these param-
eters were statistically significant (Table 1).

Positional Validation

Using a phone with a special SIM card that
was whitelisted (i.e., not anonymized in the
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Table 2 Minimum, maximum, median, and 95% of all point distances between GPS track and signaling data spatial
locations.

Min Max Median 95% of points within N (samples)

Trip 1 455 m 8,216 m 4,188 m 7,580 m 74

Trip 2 7,876 m 21,502 m 13,607 m 20,424 m 93

Trip 3 19 m 16,213 m 2,596 m 14,212 m 135

Trip 4 1,997 m 8,919 m 6,911 m 8,736 m 114

All trips 19 m 21,502 m 6,523 m 12,920 m 416

telecom network—users gave specific consent
for this), our validation focused on the posi-
tional accuracy of the signaling data relative
to the synchronous GPS records. When we
compared these, we discovered that there was
a discrepancy between the two data sets. In
the examples (Figure 5), we can see that the
estimated positions from the signaling data
does not resemble the GPS track. Most of the
signaling data positions are estimated to be
in the valley bottom, following road corridors
or out on the fjords. For all four trips, the po-
sitional difference ranged from 19 meters to
21,502 meters. The median positional differ-
ence was 6,523 meters and 95% of the points
were within 12,920 meters (Table 2).

Discussion

A qualitative review of the four GPS tracks and
the signaling data estimated locations shows
discrepancies in the estimated positions from
the two data sets as shown in Figure 4. This
is further supported by our quantitative analy-
sis, where all trips were off by several hundred
meters to several kilometers (Table 2). Clearly
these positional results are disappointing, and
in strong contrast to the reported 150-meter
accuracy of the geolocation in mountainous
terrain in Andorra (Francisco et al., 2018). It
is difficult to directly compare our results re-
garding accuracy given that we do not know
how Francisco et al. estimated their positional
data, or how they validated the accuracy of the
signaling data. The differences could be due
to several factors, including the potential lower
density of BTSs in Troms and/or the algorithm
in Norway being designed by Telia for use in ur-
ban areas. By comparison, Jansen et al. (2021)

found the position accuracy of telecom data to
be roughly 500 meters in the cities and 3,000
meters in rural areas.
To validate our data, we wanted to check

whether the Telia’s algorithm estimated the
correct locations in rural areas where the cov-
erage areas for each Cell ID are much larger.
The algorithm is tuned to work in populated
areas where the coverage areas for each Cell
ID are small, which makes it easier to estimate
the position moving through different cover-
age areas. The difference in density of BTSs
was one of the significant uncertainties in our
study. After sending mountain runners out
with whitelisted phones, we learned that the
positioning of each phone did not work as well
as we had initially hoped. When whitelisted
phones were compared with actual GPS tracks,
we found that the signaling data-derived loca-
tions would follow the road corridors leading to
the mountains. When our mountain runners
parked their cars at the foot of the mountain
and started running up, the estimated posi-
tion stayed in the valley bottom or out on the
fjords. We quickly learned that what we initially
believed to be a good dataset of ski traffic in
the region from the signaling data was biased
by the large coverage area of each Cell ID out-
side the cities. We think there are two primary
reasons for this:

1. Telia’s algorithm is targeted using data from
people travelling on roads between houses,
work, stores, etc.

2. The coverage area outside the populated
areas is too large to define whether people
are up in the mountains or not.
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In the bigger picture, these problems are
not that surprising. Mobile networks are built
and optimized for urban areas where most
people live, work and travel. Telecom com-
panies specifically design and build their net-
works to cover large areas with the fewest pos-
sible number of antennas. We are trying to
achieve the opposite, capturing signaling data
from unpopulated areas where people usually
do not travel due to lack of infrastructure. In
a broader sense, this is the main limitation of
our ability to accurately estimate the position
of each phone in rural areas.
We also compared the data with parame-

ters we expected would affect the number of

people out in the mountains to initially verify
our data. The parameters were amount of
daylight (expected positive correlation), num-
ber of bulletin page views (expected positive
correlation), the occurrence of weekends and
holidays (expected positive correlation), rain
(expected negative correlation), cloud cover
(expected negative correlation), wind strength
(expected negative correlation), and avalanche
danger (expected negative correlation). For
weather data, we only investigated data be-
tween 07.00-23.00 because this was the pe-
riod, we counted people and would likely af-
fect the decision to go skiing or not. The most
important coefficient was amount of daylight,

Figure 5 Comparison of 4 different color-coded trips using GPS data (line) and estimated positions from the signaling
data (circle, triangle, square and pentagon).
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followed by weekend/holidays and number of
bulletin page views. The various weather pa-
rameters were not significant and had very low
coefficient scores. The results are logical be-
cause most backcountry travelers are outside
when there is daylight in the Arctic, but we had
hoped for a better fit towards the weather pa-
rameters. This lack of fit in our simple correla-
tions is most likely due to the inaccurate loca-
tion positions from the signaling data, resulting
in the additional counts of users that were not
in avalanche terrain, but were included in our
data set. This resulting data set is therefore
much noisier and includes people in other ar-
eas outside of the immediate populated areas,
but not necessarily in avalanche terrain.

Original Purpose

The objective of this manuscript is to document our at-

tempts to use signaling data from telecom networks to

count the number of backcountry travelers in avalanche

terrain within the Tromsø avalanche forecasting region in

Northern Norway. If this method had permitted an accu-

rate count of people in avalanche terrain, we would have

been able to obtain a very representative sample of overall

terrain usage. Combined with the observed number of fa-

talities in the same avalanche forecasting region, we would

also have been able to calculate how risky the activity is in

terms of micromorts. Furthermore, we could have tracked

terrain usage over several winter seasons to obtain data to

assess whether there are any trends concerning the num-

ber of people accessing avalanche terrain over time and

whether increased interventions, including the uptake of

avalanche awareness courses and improved avalanche fore-

casting, is evident in a change in micromorts over time. To

our knowledge, there have not been any studies utilizing

telecom network data in non-urban areas. We believe that

our results are significant for a broader audience to show-

case potential pitfalls when using this type of data. We also

highlight the importance of validating this type of data.

Limitations

As already noted in our discussion above, the
positional accuracy of the signaling data when
compared to the GPS data is the main limita-
tion to the use of this methodology as currently
presented. Access to the raw data, prior to
analysis by the algorithm, which is targeted for
urban use, might alleviate some of these issues,
but this was considered outside the scope of
the current study.
Furthermore, the reliability of any mobile

phone tracking in avalanche terrain depends
on users leaving their phone turned on for the
duration of their trip. Many backcountry trav-
elers elect to turn their cell phones off to pur-
posefully save battery power for emergency
calls. Travelers are also generally encouraged
to turn their cell phones off or to flight mode to
prevent potential interference with avalanche
transceivers. This reality was reflected in a win-
ter backcountry survey by Ortega et al. (2018)
in Alaska, which showed that of the 63 users
interviewed, approximately half of them typi-
cally leave their phone turned on whereas the
rest turn theirs off or to flight mode.
The main limitation in making telecom data

viable for counting people in avalanche-prone
terrain is the lack of numerous BTSs in moun-
tainous areas. A more specific algorithm could
improve the data quality for this use case, but
the BTS density is likely the key factor that
would make the methodmore viable if a moun-
tainous area with a higher density of BTSs is
found.

Conclusion

In urban areas, each BTS with several Cell IDs is
close together, which means that Telia can es-
timate more accurate positions given the small
coverage area for each Cell ID. Even though
Norway has exceptional cellphone coverage
compared to many other countries, it is still in-
sufficiently dense in our non-urban and moun-
tainous study area case study. The long dis-
tances between the BTSs, and therefore large
coverage areas, combined with the populated
area-targeted algorithm, are the most likely
reasons for the inability to accurately calcu-
late the position of each phone in avalanche
terrain. The poor correlation between the
GPS track and the position of the whitelisted
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phones means that we cannot trust the po-
sitional accuracy of this initial dataset as pro-
vided by Telia. Future work should focus on
making a model that is independent of where
most people travel. This study provides a use-
ful, yet unsuccessful, case study that demon-
strates the limits of signaling data for use in
non-urban mountainous areas. It has rele-
vant implications for the application of signal-
ing data tracking to other outdoor recreation
activities. We highlight the importance of val-
idating positional data from signaling data to
be used in mobility studies in remote areas.
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Background and Objectives: Empathic accuracy, i.e., the degree to which one is able to
accurately infer the emotions of others, may be acutely malleable. We examined this idea by
testing the immediate effect of a brief mindfulness intervention or facial emotion recognition
training. Methods: Participants were English- or Dutch-speaking psychology students who were
assigned to one of three brief intervention conditions (all instructions given in English): (1) verbal
instructions for practicing awareness of their body (mindfulness, n = 23); (2) verbal and visual
instructions regarding the detection of visual cues for anger, fear, sadness, and happiness (facial
emotion recognition training, n = 23); or (3) a verbal, neutral didactic lecture on mindfulness
(control, n = 23). Subsequently, participants completed a Dutch-language empathic accuracy
task. Results: There was no significant overall difference in empathic accuracy between the
three participant subgroups, suggesting no effect of the two target interventions. Nonetheless,
even though empathic accuracy appeared unaltered by facial emotion recognition training
among participants who understood Dutch well, it was better after this intervention than after
the control intervention among participants with a relatively limited understanding of Dutch.
Limitations: The study used a small convenience sample. The control condition was listening
to a lecture on mindfulness. Empathic accuracy was not assessed at baseline. Moreover, we did
not formally assess language understanding, as we did not predict its presumed impact a priori.
Conclusions: A better study design is needed to find out whether facial emotion recognition
training can help improve empathic accuracy when the understanding of verbal cues is limited.

Keywords emotion recognition, empathic accuracy, facial expressions, interpersonal, mindfulness

One component of social interactions is em-
pathy. Empathy is impaired in various

mental disorders. Mindfulness interventions
and social cognition training can enhance em-
pathy over the course of weeks (Birnie et al.,
2010; Lam et al., 2011; Mascaro et al., 2013;
Mazza et al., 2010; Russell et al., 2006; Russell
et al., 2008). To determine if this effect may
also occur within shorter periods, we examined
the acute impact of (a) a brief mindfulness ex-
ercise, and (b) basic facial emotion recognition
(FER) training on empathic accuracy (EA).

Empathy and psychopathology

Empathy is considered a component of social
cognition and can be broadly described as the

capacity to understand the behaviour of oth-
ers, to experience their feelings, and to express
that understanding to them (Lam et al., 2011).
Affective empathy is concernedwith one’s emo-
tional reactions to others’ feeling states and
cognitive empathy is the ability to recognize
and identify these feeling states. Cognitive em-
pathy is closely linked to Theory of Mind (ToM),
which denotes the capacity to realize that oth-
ers’ minds and perspectives can differ from
one’s own (Cuff et al., 2016).
One form of cognitive empathy found to be

altered in the context of psychopathology is
empathic accuracy (EA), defined as the abil-
ity to accurately infer others’ feeling states
(Ickes, 1997) and operationalized in lab stud-
ies as the correspondence between the feel-
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Take-home Message

In individuals presumably relying on non-verbal information

to understand others' emotions, we found empathic accu-

racy to be higher after a brief facial emotion recognition

training but not after a brief mindfulness exercise. However,

we considered these results inconclusive because empathic

accuracy and emotion understanding were not assessed at

baseline.

ings reported by a target and the feelings a
perceiver infers from the target’s emotional ex-
pressions (Zaki et al., 2008). As psychopathol-
ogy is generally characterized by impairments
in interpersonal functioning, and EA is consid-
ered key to effective social interactions (Ickes,
1997), increasing EA in individuals with a men-
tal disorder characterized by low EAmight help
improve their interpersonal functioning and
thereby lessen their symptoms.
Psychological interventions can improve em-

pathy over time (Birnie et al., 2010; Lam et al.,
2011; Mascaro et al., 2013). However, few stud-
ies have examined their immediate effects. In
comparison, there have been studies on the
acute impact of biological interventions. Specif-
ically, EA can increase after one dose of oxy-
tocin (Bartz et al., 2010) and decrease after
drinking alcohol (Thiel et al., 2018). These ex-
perimental studies suggest EA to be malleable
over short time periods. We aimed to add
to these findings by examining the acute im-
pact of two psychological interventions, mind-
fulness and FER training.

Mindfulness and empathic accuracy

While there is no universally accepted def-
inition, mindfulness is often considered to
reflect a non-judgmental awareness of the
present moment (Bishop et al., 2004). Mind-
fulness interventions generally aim to increase
attention to this present moment, acceptance
of thoughts and feelings, and self-awareness
(Sauer-Zavala et al., 2013).
Mindfulness interventions can increase em-

pathy (Lam et al., 2011). One potential mech-
anism of this effect is increased awareness of
one’s internal physical state (Birnie et al., 2010;

Fischer et al., 2017; Sauer-Zavala et al., 2013;
Shapiro et al., 1998). This interoceptive aware-
ness is often trained by means of body-scan
exercises. During these exercises, individuals
attend to different body parts and the sensa-
tions they are experiencing in the present mo-
ment. Body-scans can have an immediate ef-
fect on state mindfulness (Upton & Renshaw,
2019). Also, while their acute impact on intero-
ceptive awareness remains unstudied, body-
scans can increase interoceptive awareness
over time (Fischer et al., 2017).
As interoceptive awareness is considered

a component of self-awareness, which itself
is considered important for empathy (Gallup
Jr & Platek, 2002), body-scans might also in-
crease empathy. To date, this effect of body-
scan exercises on empathy remains unknown.
No past empathy study has examined body-
scans in isolation. Body-scans are part of the
mindfulness-based stress reduction (MBSR)
program by Jon Kabat-Zinn. While two MBSR
studies have shown positive effects on self-
reported empathy (Birnie et al., 2010; Shapiro
et al., 1998), neither study specifically evalu-
ated how body-scans contributed to these ef-
fects.
Another limitation of these two previous

studies is their use of subjective empathy mea-
sures. While studies on the effects of mindful-
ness meditation, another MBSR component,
have assessed empathy more objectively (e.g.,
Mascaro et al., 2013), these studies’ measures
involved artificial social interactions or still im-
ages of facial expressions. Therefore, their gen-
eralizability to real life is considered limited.
In short, the acute effect of an isolated body-

scan on a performance measure of empathy
high in ecological validity has not been mea-
sured.

Facial emotion recognition (FER) and em-
pathic accuracy

Emotions may be communicated both verbally
and nonverbally. While verbal (auditory) com-
munication appears more important than non-
verbal (visual) communication, both contribute
to EA (Zaki et al., 2009). Facial expressions in
particular are considered a crucial source of
nonverbal information regarding others’ feel-
ings, particularly when others are more (rather
than less) expressive and expressing negative
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(rather than positive) feelings. Improving the
ability to recognize how targets feel from their
facial expressions may enhance perceivers’
ability to interpret information about targets’
emotional states. Indeed, teaching individu-
als the distinct features of facial expressions
representing specific emotions can have this
effect (Beitel et al., 2005). In other words, FER
training may help increase empathy.
Two intervention studies that involved so-

cial cognition training, including FER training,
showed promising effects in individuals with
schizophrenia. For example, emotion recog-
nition and ToM improved after 12 weeks of
Emotion and ToM Imitation Training (Mazza et
al., 2010). However, this training included not
only FER but also mimicking facial expressions,
inferring others’ internal states from sketches,
and assessing others’ intentions from observ-
ing their actions. Consequently, the study only
provides indirect evidence for the idea that FER
training may increase empathy.
Another study found improved EA after a

one-week isolated FER training (Russell et al.,
2008). This training used the Micro-Expression
Training Tool (METT) developed by Paul Ekman,
which includes short video-clips to teach the
facial features of micro-expressions of emo-
tion. A pilot study by the same group sug-
gested that EA might even improve after a
single session (Russell et al., 2006). However,
in both studies the EA measure was a simple
emotion-matching task, with limited ecological
validity. Also, participants were individuals with
schizophrenia andmatched controls; FER train-
ing may have different effects in other samples.
In short, the acute effect of a brief FER train-

ing on a performance measure of empathy
considered high in ecological validity has not
been measured.

The present study

We examined the acute effect of (a) a brief
mindfulness exercise, namely a body-scan, and
(b) basic FER training on EA. Similar to previous
studies on the acute impact of oxytocin or alco-
hol on EA (Bartz et al., 2010; Thiel et al., 2018),
we used a between-groups design. We hypoth-
esized that EA would be higher among partici-
pants who completed either intervention than
among participants who completed neither.
To assess EA we used the same task as Thiel

et al. (2018). Participants are presented with
a series of video-clips of targets talking about
autobiographical emotional events and using
a continuous rating dial to indicate how these
targets were feeling while talking. This setup
is thought to make the task highly ecologically
valid. Participants simultaneously watch and
listen to the targets as they share personal
experiences from their actual lives.
We expected both interventions to be ef-

fective in acutely increasing EA. Participants
assigned to the FER training would show im-
proved task performance because we em-
ployed the METT, which teaches how emotions
are featured on specific areas of the face. As
such, the FER training was expected to pro-
mote other-awareness and thereby increase
cognitive empathy, including EA.
Participants assigned to the body-scan were

also expected to show improved performance
on the EA task. This exercise can acutely in-
crease state mindfulness (Upton & Renshaw,
2019). By enhancing their awareness of their
internal physical state, individuals may also be-
come more emotionally aware and thereby
show an increased capacity for affective em-
pathy. As affective empathy can provide input
during the process of understanding others
(Cuff et al., 2016), an increased capacity for
affective empathy may lead to increased cog-
nitive empathy, including EA. Overall, by com-
paring the effect of the body-scan and the FER
training, we expected to learn more about the
roles of the self and the other in obtaining EA,
respectively, thereby highlighting its interper-
sonal nature (Zaki et al., 2008).
Finally, while the language of the EA task

was Dutch, participants in our study had a var-
ied understanding of Dutch. We subsequently
explored between-person variation in Dutch-
language comprehension as a moderator of
the effects of the two interventions on EA.

Method

Participants

We recruited sixty-nine participants (62% fe-
male) who were first-year students from the
Dutch and English Psychology Bachelor pro-
grams at the University of Groningen. Their
mean age was 20 years (SD = 2). Dutch was
the mother tongue of 23 participants; 22 com-
pleted the questionnaires in Dutch and one in
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English (who was in the English program). The
remaining 46 participants had another mother
tongue (46% German, 4% English, 16% other);
45 completed the questionnaires in English
and one in Dutch (who understood Dutch flu-
ently and had the Dutch nationality).

Measures

Baseline questionnaires

All participants provided basic demographic
information and completed two Likert scales
ranging from 0 (not at all) to 4 (very good) to
assess their fluency in understanding Dutch
and English, respectively (i.e., Dutch/English-
language comprehension).
Trait mindfulness was assessed using the

Five-Factor Mindfulness Questionnaire (FFMQ;
Bohlmeijer et al., 2011). It includes 24 state-
ments rated from 1 to 5, with higher scores in-
dicating greater mindfulness. The FFMQ previ-
ously demonstrated adequate to good internal
consistency (Bohlmeijer et al., 2011). However,
in the present sample internal consistency of
both language versions was poor (Cronbach
coefficient α’s of 0.23-0.46).
Trait empathy was assessed using Empathy

Quotient (EQ; Groen et al., 2015; Lawrence et
al., 2004). Respondents indicate their level of
agreement with 40 statements (e.g., “I find it
easy to put myself in somebody else’s shoes”).
Around half of the items are reversed to
avoid response bias. The English EQ previ-
ously demonstrated good reliability and valid-
ity (Lawrence et al., 2004). In contrast, psy-
chometrics for a Dutch translation were previ-
ously shown to be better when 28 statements
were used (Groen et al., 2015). Consequently,
we used a revised Dutch EQ including these
28 statements and 14 distractors. Both this
version and the 40-item English EQ demon-
strated acceptable internal consistency (α’s of
0.78-0.79).

Outcome measure

EA was assessed using a Dutch-language task
developed by aan het Rot andHogenelst (2014)
and programmed in E-Prime 2.0 (Psychology
Software Tools). The original task includes two
sets of 20 video-clips, in which female andmale
targets describe past personal experiences

that are either positive (e.g., falling in love) or
negative (e.g., a family member dying). The au-
tobiographical nature of the clips makes the
task high on ecological validity. Moreover, aan
het aan het Rot and Hogenelst (2014) previ-
ously demonstrated that EA task performance
can be predicted from scores on a validated
empathy questionnaire. The present study
used one of the two previously validated sets
and, due to time constraints, 16 out of the 20
video-clips.
The clips lasted on average around 2 min-

utes. Clip selection was pseudo-randomized:
all participants watched an equal number of
positive and negative clips but never watched
more than two clips of the same valence con-
secutively or the same target twice consecu-
tively. While watching, participants were in-
structed to pay attention to both verbal and
nonverbal cues and to continuously rate the
emotional state of the target using a rating
dial that corresponded to a Likert scale pre-
sented onscreen (1 = extremely negative, 9 =
extremely positive).
Similarly, targets had previously provided

continuous ratings of their own clips (aan het
Rot & Hogenelst, 2014). These self-ratings
were used as reference for evaluating partici-
pants’ performance. In line with previous work,
for each clip, participants’ and targets’ continu-
ous ratings were averaged across five-second
intervals, the first and last intervals were dis-
carded, and the remaining ratings were corre-
lated, yielding scores between -1.00 and +1.00.
These EA scores were subjected to Fisher’s z
transformation prior to data analysis.

Procedure

Upon arrival in the lab, students received writ-
ten study information. The study’s stated pur-
pose was to examine the impact of attention
training on how people perceive others’ feel-
ings. Any questions concerning the study were
answered before participants signed consent
forms.
Participants first completed the baseline

questionnaires. Secondly, they were assigned
to one of the interventions using block ran-
domization and order of participation. Thirdly,
they completed the Dutch EA task. Fourthly,
they answered questions about the perceived
difficulty of the procedures; their accuracy in
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responding; and their ideas regarding the true
study purpose. Before leaving the lab, partici-
pants were debriefed. Participation was com-
pensated with partial course credit.
Each intervention lasted around 10 minutes.

The mindfulness intervention involved listen-
ing to a recording of a guided body-scan de-
veloped by Elisha Goldstein. Doing the exer-
cise while listening has previously shown to
increase state mindful awareness by Ostafin &
Vollbehr (unpublished work). The audio-clip di-
rected participants to pay attention to their
body parts while using their breath to stay
in the present moment, and to adopt a non-
judgmental, accepting attitude towards their
experienced feelings and thoughts. The orig-
inal video-clip is available at http://elishagold-
stein.com/videos/10-minute-body-scan/.
For FER training we employed the Micro-

Expression Training Tool (METT). Participants
were presented with examples of facial expres-
sions of happiness, sadness, anger, and fear,
and instructed to direct their attention towards
the associated muscle movements, which are
the nonverbal cues conveying the particu-
lar emotion. More about the METT can be
found at https://www.paulekman.com/micro-
expressions-training-tools/.
Participants in the control condition lis-

tened to a lecture on mindfulness by El-
isha Goldstein, specifically the part about
the reasons for why mindfulness is not an
inborn skill. This control was also previ-
ously used by (Ostafin & Vollbehr, unpub-
lished work). The original video-clip is avail-
able at https://www.youtube.com/watch?v=bT-
BCCkpmU7o/.

Data analysis

We used SAS 9.4 for Windows for all analy-
ses. For significance testing the α was set at
0.05. Findings are reported using estimated
least-squares means and standard errors (SE),
unless indicated otherwise. Participant data
(not target data to ensure confidentiality) and
SAS syntax are freely available on DataverseNL:
https://doi.org/10.34894/NLPJRL.
To examine baseline demographic and trait

data, we used either general linear models
with intervention (mindfulness, FER training,
control) as the between-subjects factor or, for
data with a nominal scale, X2 tests. All subse-
quent analyses were done using hierarchical

linear models with maximum likelihood estima-
tion, following Kenward and Roger (1997) for
computing the denominator degrees of free-
dom. Given previous results by aan het Rot
and Hogenelst (2014), we first tested whether
EA differed by (1) target gender, and (2) the va-
lence of the video-clips. See models 1 and 2 in
Table 2. There was a main effect for target gen-
der, F (1,68) = 4.20, p = 0.04, with participants
obtaining lower EA for male than for female
targets. There was no significant main effect
for valence, F (1,68) = 0.22, p = 0.64.
To test our hypothesis that participants who

completed the body-scan or the FER training
would score higher on EA than participants in
the control condition, we first entered themain
effect for intervention as predictor (model 3)
and then themain effects for target gender and
intervention as predictors (model 4). Follow-up
analyses in case of a significant main effect for
intervention are described below.
To explore whether the intervention effect

on EA might be moderated by participants’
level of Dutch-language comprehension, we
entered the target gender, main effects for in-
tervention and understanding Dutch, and the
intervention by understanding Dutch interac-
tion as predictors. Scores on understanding
Dutch were grand-mean centred prior to anal-
ysis.
Effect sizes for each intervention effect are

expressed as Cohen’s d values.

Results

Baseline data

Understanding of English (used in the interven-
tions) ranged from 2 to 4 (M = 3.5, SD = 0.6).
Understanding of Dutch (used in the EA task)
ranged from 0 to 4 (M = 2.0, SD = 1.6). As ex-
pected, participants whosemother tongue was
Dutch understood Dutch better, M = 4.0, SD
= 0.0, than participants whose mother tongue
was not Dutch, M = 1.0, SD = 0.8, t(45) = 25.79,
p < 0.0001. Both of these language subgroups
understood English to a similar degree,M = 3.4,
SD = 0.6, and M = 3.5, SD = 0.6, respectively,
t(67) = -1.02, p = 0.3.
There were similar numbers of participants

in each intervention subgroup (Table 1). There
were no significant differences between the
subgroups on any of the demographic and trait
variables.
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Hypothesis testing: Effect of the interven-
tions on EA

Themean untransformed EA score (r) across all
1104 participant / video-clip combinations was
0.45 (range -1.00 to +1.00). Among Dutch par-
ticipants, the mean untransformed EA score
(r) was 0.61. Among non-Dutch participants,
the mean untransformed EA score (r) was
0.37. Data analyses involved Fisher’s z trans-
formed scores, but untransformed scores are
occasionally mentioned for interpretation pur-
poses.
See Table 2 for multilevel regression analysis

results. The main effect for intervention was
not significant in model 3, F (2,66) = 0.79, p =
0.46, d = 0.22, nor in model 4, F (2,66) = 0.79,
p = 0.46, d = 0.22. Further, when we added
target gender as a moderator instead of as a
covariate (model 5), this result did not change,
and there was no significant intervention by
target gender interaction, F (2,66) = 1.71, p =
0.19. Furthermore, when we examined the
main effect for intervention for video-clips of
male versus female targets separately, it was
not significant for either target gender (male,
model 3a: F (2,66) = 2.06, p = 0.14, d = 0.35;
female, model 3b: F (2,66) = 0.32, p = 0.73, d =
0.14).
Moreover, when we added valence as amod-

erator instead of target gender (model 6), there
was no significant intervention by valence inter-
action, F (2,66) = 0.83, p = 0.44. Indeed, when
we repeated this analysis for clips of male ver-
sus female targets separately (models 6a-6b,
this result did not change (effect for interaction
with male targets: F (2,66) = 0.01, p = 0.99, d =
0.02; effect for interaction with female targets,
F (2,66) = 1.21, p = 0.30, d = 0.27). In sum, hy-
pothesis testing provided no evidence for an
acute impact of the interventions on EA.

Exploratory analysis: Dutch-language com-
prehension as a moderator

We explored whether the intervention ef-
fect on EA might be moderated by partici-
pants’ level of Dutch-language comprehension
(model 7) because participants completed the
EA task in Dutch yet varied in their understand-
ing of Dutch. Participants who understood
Dutch less were expected to perform worse
on the EA task, thereby having more room for
improvement.

The main effect for intervention was again
not significant, F (2,63) = 1.48, p = 0.23, d = 0.31.
However, the main effect for understanding
Dutch, F (1,63) = 54.32, p < 0.0001, and the in-
tervention by understanding Dutch interaction
were significant, F (2,63) = 3.73, p = 0.03. Test-
ing the interaction effect involved comparing
the slopes for the different conditions. Among
participants with a higher understanding of
Dutch, the difference in slopes for FER train-
ing versus control was not significant, b = 0.08
(SE 0.14), t(63) = 0.59, p = 0.56, d = 0.15, in-
dicating there were no significant differences
in EA between these two conditions. Similarly,
the difference in slopes for mindfulness ver-
sus control was not significant, b = -0.01 (SE
0.14), t(63) = -0.08, p = 0.94, d = 0.02, nor was
the difference in slopes for FER training versus
mindfulness, b = -0.09 (SE 0.15), t(63) = -0.62,
p = 0.54, d = 0.16. Among participants with a
lower understanding of Dutch, the difference
in slopes for mindfulness versus control was
also not significant, b = -0.03 (SE 0.15), t(63) =
0.22, p = 0.83, d = 0.05. However, the differ-
ence in slopes for FER training versus control
was significant, b = -0.40 (SE 0.15), t(63) = -2.73,
p = 0.0082, d = 0.69, as was the difference in
slopes for FER training versus mindfulness, b
= 0.37 (SE 0.14), t(63) = 2.70, p = 0.0090, d =
0.68.
Figure 1 visualizes the result of this follow-

up analysis and was generated by computing
point estimates for the transformed EA scores
(Fisher z) at each level of condition and at two
levels of understanding Dutch (higher versus
lower, defined as 1 standard deviation above
versus below the mean, respectively). Simple
contrasts between the three interventions at
these two levels of understanding Dutch con-
servatively used an adjusted α of 0.05 / 6 =
0.0083. Untransformed EA scores (r) averaged
0.56 after the mindfulness intervention, 0.56
after the FER training, and 0.58 in the control
condition among participants with a higher un-
derstanding of Dutch, and 0.25 after the mind-
fulness intervention, 0.38 after the FER training,
and 0.24 in the control condition among par-
ticipants with a lower understanding of Dutch.
To ensure that this finding was not con-

founded by clip valence, model 8 also included
this variable as a covariate, with results com-
parable to model 7.
Finally, as participants whosemother tongue
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was not Dutch had a lower language un-
derstanding than participants whose mother
tongue was Dutch, we repeated the analysis
but used the dichotomous variable mother
tongue (Dutch, other) instead of the contin-
uous variable understanding Dutch. As ex-
pected, there was a main effect for mother
tongue, F (1,63) = 29.02, p < 0.0001, which
confirmed that the participants whose mother
tongue was Dutch performed better on the
EA task. However, neither the main effect for
intervention, F (2,63) = 0.27, p = 0.76, d = 0.13,
nor the intervention by mother tongue inter-
action were significant, F (2,63) = 1.85, p = 0.16.
This suggests that FER training improved task
performance in participants who would have
otherwise performed poorly due to their lim-
ited understanding of the language of the task,
rather than due to their mother tongue per se.

Discussion

To find out whether EA might be acutely mal-
leable by a psychological manipulation (see
Purpose), we examined the effect of a brief
mindfulness exercise and basic FER training.
We hypothesized that participants who com-
pleted either psychological intervention would
obtain higher EA scores, assessed with a Dutch-
language performance task, than participants
who did not. However, the results of our hy-
pothesis testing did not indicate that EA was
improved by either intervention.

No immediate effect of increased mindful-
ness on EA?

Many past studies have reported positive ef-
fects of mindfulness interventions on empathy,
including EA (e.g., Lam et al., 2011). While some
studies used self-report measures of empathy
(Birnie et al., 2010; Shapiro et al., 1998), others
used more objective measures (e.g., Mascaro
et al., 2013). Overall, while some studies have
not found significant effects of mindfulness in-
terventions on EA, there is consensus that they
can improve empathy.
Nonetheless, we found that a 10-minute

body-scan did not acutely improve EA. This
was unexpected as previous studies have re-
ported improved empathy following similarly
brief mindfulness interventions. For exam-
ple, Tan et al. (2014) found positive effects on

both affective and cognitive empathy after a
5-minute breathing exercise, and Winning and
Boag (2015) found increased cognitive empa-
thy after a 15-minute mindfulness meditation,
particularly in more extravert or conscientious
participants. This suggests that the length of
our intervention alone cannot explain the null
result.
Instead, the type of intervention may ac-

count for this. While we used a body-scan to in-
crease EA, Tan et al. (2014) used a breathing ex-
ercise andWinning andBoag (2015) usedmind-
fulness meditation. Both studies checked that
their intervention increased state mindfulness.
Similarly, however, body-scans have previously
been reported to increase state mindfulness
(Upton & Renshaw, 2019). This argues against
the idea that the intervention type might help
explain differences between our and previous
results (but see Limitations below).
We had hypothesized that the body-scan

exercise would improve EA by increasing in-
teroceptive awareness (Fischer et al., 2017),
which is thought to contribute to emotional
awareness which in turn is thought to be im-
portant for empathy (Cuff et al., 2016; Gallup Jr
& Platek, 2002). However, the link between
interoceptive awareness and emotional aware-
ness may be less strong than we assumed. In-
deed, while Sauer-Zavala et al. (2013) found
improvements in self-awareness after three
weekly body-scans, sitting meditation, or mind-
ful yoga, the latter two interventions had larger
effects than first one.

Possible impact of FER training on EA

Although the results of our hypothesis testing
did not indicate that EA was improved by either
the body-scan or the FER training, we addition-
ally exploredwhether participants’ understand-
ing of Dutch could moderate the effect of both
interventions. We found that among partici-
pants with a relatively limited understanding of
Dutch, EAwas higher in the subgroupwho com-
pleted the FER training than in the subgroups
who either completed the control condition
or the body-scan, see Figure 1. Participants
who understood Dutch well showed high EA
task performance regardless of their assigned
condition.
Participants whose understanding of Dutch

was relatively limited presumably could not rely
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on verbal auditory information (e.g., affective
language) andmay thus have focused primarily
on nonverbal auditory information (e.g., affec-
tive prosody) and visual information (e.g., facial
expressions). Participants who completed the
FER training were explicitly instructed to ex-
amine facial expressions as nonverbal cues of
emotional states. This suggests the FER train-
ing may have benefited participants with a lim-
ited understanding of Dutch because they be-
came better perceivers of the visual informa-
tion presented in the video-clips, i.e., of targets’
emotional states. In other words, they may
have benefited from the FER training thanks to
improved visual emotion processing.
EA generally requires processing of both ver-

bal and nonverbal emotion information. Ex-
perimental support for this idea comes from
Zaki et al. (2009) who studied EA in English-
speaking individuals using an English-language
task but assigned some individuals to watching
the video-clips without sound and others to
listening to the video-clips without images. EA
was lowest when only visual information was
present, which underscores the importance of
auditory (including verbal) information for EA.
However, EA was also reduced when only au-
ditory information was present, which shows
that visual information also contributes to EA.
Our finding of increased EA after FER training

in individuals whose understanding of Dutch
was relatively limited similarly highlights the po-
tential value of visual information when infer-
ring others’ emotional states. FER training may
improve empathy by increasing the focus on
visual information, particularly in interpersonal
situations in which verbal information is not
readily available. If so, then FER training might
be particularly useful in individuals with audi-
tory information processing impairments. This
could include individuals with schizophrenia,
which has previously been associated with low
EA (Lee et al., 2011). In line with this idea, previ-
ous studies have shown effects of FER training
on other aspects of empathy in individuals with
schizophrenia (Mazza et al., 2010; Russell et al.,
2006; Russell et al., 2008).
Overall, FER training might be more likely

to benefit situations or individuals character-
ized by verbal understanding difficulties. In
contrast, if verbal understanding is unaffected,
FER training may be of little benefit. However,
although both past and present findings are

in line with this idea, the present findings are
limited by multiple study limitations.

Limitations of the present study

One potential drawback of our study was its
reliance on but a small sample of psychology
students. The sample size limits interpreta-
tion of the statistically non-significant results.
Psychology students tend to score high on
self-report measures of empathy, for example
when compared with students of the natural
sciences (Thomson et al., 2015). This might
have increased the likelihood of a ceiling ef-
fect, at least among participants who under-
stood Dutch well. However, their mean un-
transformed EA score (r) was 0.61, which is
comparable to Thiel et al. (2018), who did not
sample psychology students. Also, the maxi-
mum score is +1.00, which indicates that there
was room for improvement.
As for the interventions, one drawback of

our study is that they were offered in English,
which was not the mother tongue of many
participants. Consequently, some participants
may have had difficulties in understanding the
body-scan exercise or theMETT, resulting in no
increase in state mindfulness or FER in these
participants. However, all participants under-
stood English reasonably to very well, thereby
reducing the chance that this had a significant
impact.
Nonetheless, an additional shortcoming of

the control condition may have been that lis-
tening to a lecture on mindfulness could ac-
tually have had a positive impact on partici-
pants’ attitudes concerning mindfulness, thus
increasing their emotional awareness. This ef-
fect might help explain the non-significant dif-
ferences between the control condition and
the two other conditions. Asking participants
to listen to a neutral didactic lecture on a topic
unrelated to mindfulness (or empathy) might
prove to be a better control condition.
Similarly, one shortcoming of the two ex-

perimental conditions was that we did not in-
clude a manipulation check. Thus, while body-
scans have previously been reported to in-
crease state mindfulness (Upton & Renshaw,
2019), we did not examine this. Similarly, while
Emotion and ToM Imitation Training, which in-
cludes FER training, has previously been shown
to improve FER accuracy (Mazza et al., 2010),
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we did not assess FER accuracy before and af-
ter our FER training. If our interventions did
not have the intended effects on state mind-
fulness and FER accuracy, respectively, then
this could also help explain the non-significant
differences between the conditions.
Some uncertainty remains as to whether the

findings were due to the interventions or some
pre-existing group differences. In terms of
our outcome measure, we note that the EA
task was administered after the interventions
but not before. A repeated-measures design
would have allowed for a better test of the ef-
fectiveness of the interventions. While the task
can be administered twice (aan het Rot & Ho-
genelst, 2014), we did not do this due to time
constraints.
As a final note, the internal consistency of

the Dutch and English FFMQ was low. This
is in line with increasing concerns about its
cross-cultural validity (Medvedev et al., 2018).
Nonetheless, as we only used the FFMQ to
assess trait mindfulness, its low internal con-
sistency is immaterial for the outcome of our
study.

Suggestions for future research

Though our study results are preliminary, they
suggest that that FER training might be able
to improve EA in participants whose ability to
understand others is reduced due to a limited
understanding of others’ spoken language. As
no previous study has examined the immedi-
ate effects of a brief FER training on EA, future
research should aim to test this idea using a
better study design.
Additionally, follow-up studies might help

clarify the mechanisms by which FER training
might increase EA. For example, to examine
whether improved recognition of happy vs. sad
expressions, shown in the positive vs. negative
video-clips shown during the EA task, might
contribute to increased EA after FER training,
the “test” function of the METT could be uti-
lized (as it assesses FER accuracy). This would
provide information on the specificity of the
FER training in terms of its psychological ef-
fects. Conversely, another way to assess this
specificity would be to examine whether an-
other type of training (e.g., language training,
mindfulness training) would not improve FER
accuracy.

A further avenue for follow-up studies could
be to consider the different sources of infor-
mation used for inferring others’ emotional
states during the EA task. Zaki et al. (2009)
reported that English-speaking participants ob-
tained higher scores on an English-language
EA task when presenting only auditory informa-
tion than when presenting only visual informa-
tion. A future study in non-Dutch participants
completing the Dutch-language task from the
present study might find that participants only
benefit from FER training when visual informa-
tion is available, and not when only auditory
information is available. This finding would con-
firm that FER training works by improving visual
or facial emotion processing (and not by im-
proving auditory or language information pro-
cessing).

Conclusion

FER training might be of benefit to people aim-
ing to visually infer the emotions of others in
situations in which verbal cues are limited. This
idea is relevant for future studies on how and
when psychological interventionsmay increase
EA. Importantly, the design of these studies
should be carefully thought out, both in terms
of how to experimentally test the impact of FER
training and in terms of examining the role of
verbal vs. non-verbal emotion understanding.
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Original Purpose

We previously studied the effects of alcohol administration

on empathic accuracy. In the present study, we originally

aimed to examine whether empathic accuracy might be

acutely malleable by a psychological rather than a biolog-

ical manipulation. The first psychological manipulation of

interest was a mindfulness intervention, building on the

idea that increasing self-awareness might lead to increased

other-awareness. Thus, our initial hypothesis was that a

brief mindfulness exercise could immediately improve em-

pathic accuracy. The second psychological manipulation of

interest was a facial emotion recognition (FER) training; this

was also considered likely to increase other-awareness, and

thus empathic accuracy, as participants were instructed on

how to recognize others' emotions better. As a previous

study successfully used a between-groups design to com-

pare alcohol to placebo, we used a similar design in the

present study. The idea to consider language understand-

ing as a potential moderator evolved as the lead author was

preparing the study for ethics review and realized we could

study the role of language naturalistically in our intended

sample: first-year Psychology students at our university

complete their Bachelor program either in Dutch (the lan-

guage of the empathic accuracy task) or in English, mostly

depending on their mother tongue.
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Tables

Table 1 Demographic, questionnaire, and task data for the three intervention groups

Demographic data Mindfulness (n=22) FER training(n=23) Control(n=24) X2/F p

Age in years 20 (2) 21 (3) 21 (3) 1.00 0.38

Female gender 64% 61% 63% 0.04 0.98

Dutch nationality 32% 39% 38% 0.29 0.87

Dutch as mother tongue 26% 35% 39% 0.57 0.75

Dutch language 32% 35% 33% 0.04 0.98

Questionnaire dataa

Understanding Dutch (range 0-4) 1.8 (2) 1.9 (2) 2.3 (1) 0.48 0.62

Understanding English (range 0-4) 3.7 (1) 3.3 (1) 3.5 (1) 1.95 0.15

FFMQ – Total score 71 (6) 69 (6) 70 (4) 0.82 0.44

EQ – Total score 38 (10) 43 (9) 43 (10) 1.74 0.18

Task data (post-intervention)b

EA across film clips (Fisher’s z) 0.7 (0.6) 0.9 (0.4) 0.8 (0.4) 0.75 0.47

Data expressed as mean (standard deviation) unless indicated otherwise. Gender was a binary variable. FFMQ
= Five-Facet Mindfulness Questionnaire – Short Form. EQ = Empathy Quotient. EA = Empathic accuracy.
Higher scores on understanding Dutch/English reflect a better Dutch/English-language comprehension. EA
across film clips is expressed using Fisher’s z transformed scores. (a) All questionnaires were administered
in Dutch or English depending on whether participants were in the Dutch or English program of Psychology,
respectively. (b) The EA task was in Dutch for all participants and administered post-intervention only.
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Figures

Figure 1 EA after intervention in participants varying in their understanding of Dutch. Note: *p<0.0083 (comparison
with control intervention). EA = Empathic accuracy. FER = facial emotion recognition. SD = standard deviation. SE =
standard error.
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The reliability of the social sciences is threat-
ened by underreporting. Underreporting

refers to reported evidence not reflecting all
collected evidence. This is concerning if re-
ported evidence is a systematically dispropor-
tionate subset of collected evidence. Currently,
this is the case with reported evidence be-
ing severely biased toward evidence that sup-
ports theories. For example, a large-scale repli-
cation of 100 psychology experiments repli-
cated only 36 out of 97 significant results
(Open Science Collaboration, 2015). In indus-
trial organizational psychology, hypotheses in
journal articles are 73% supported and 12%
rejected, while hypotheses in dissertations
(which should be more representative of all
collected evidence) are only 33% supported
and 42% rejected (Mazzola & Deuling, 2013;
van Hugten & van Witteloostuijn, 2021)
Underreporting is caused by underreport-

ing practices such as hypothesizing after the
results are known (HARKing) and not writing
up all conducted tests. This leads to bias be-
cause especially results that do not support a
paper’s theory tend to be the ones not written
up, and hypotheses made after the results are
known tend to be ones that are in line with
those results. Underreporting practices are
prevalent. Measuring socially undesirable be-
havior is difficult, but best efforts suggest that
91% of academics know faculty who engaged
in HARKing in the past year, 77% knows faculty
who selected data that would support their hy-
pothesis and withheld the rest (Bedeian et al.,
2010; Rubin, 2017)

This paper proposes a practice to chal-
lenge theories and counteract underreport-
ing. That practice is based on the falsification-
ist hypothetico-deductive philosophy (van Wit-
teloostuijn, 2016), because it opposes the be-
liefs underlying underreporting practices.

Underreporting practices as a neglect of
falsification

Besides psychological factors (e.g., confirma-
tion bias) and sociological factors (e.g., not un-
dermining your colleague’s theories), beliefs
about what is important also underlie under-
reporting practices. In this section, I speculate
about underlying beliefs for three aspects of
underreporting practices, as well as a falsifica-
tionist principle that speaks to that belief. The
posited beliefs are overlapping, and it turns out
that falsificationist principles form a coherent
opposition to those beliefs.
In the theory and hypothesis sections, why

do HARKed hypotheses tend to be in line with
the result? My personal intuition is that re-
searchers understand that, at the level of the
research program, theories aim to explain phe-
nomena, but that this gets mistakenly trans-
ferred to believing that also hypotheses aim
to explain results, at the level of the individual
study. Given that aim, it follows that hypothe-
ses that are not in line with the result are not
useful (Johns, 2019). By contrast, falsification-
ist principles maintain that hypotheses aim to
challenge theory. For that aim, also hypothe-
ses that are not in the linewith the result can be
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Table 1 Possible beliefs underlying underreporting practices.

Underreporting
practice

Possible underlying
belief

Related falsifica-
tionist principle

HARKed hypothesis
tend to be in line
with the result

Theories aim to explain
the world, therefore
hypotheses aim to
explain the result

Hypotheses aim
to challenge
theory

Unreported results
tend to be against
the theory

Supported hypotheses
give more valuable
knowledge

Rejected hy-
potheses give
more valuable
knowledge

Discussion section
focus on explaining
the result

Explaining the result is
the goal of a paper

Challenging the
theory is the
goal of a paper

Table 2 Complementary explanation in relation to existing prac-
tices.

Focus on before the result
is known

Focus on after the
result is known

Focus on the
result

Dominant practice Abduction, CHark-
ing, Harking, RHark-
ing, Tharking

Focus on
the rejected
hypothesis

Counterargument, com-
peting hypothesis, mean-
ingful baseline, theory-
driven null-hypothesis

Complementary ex-
planation, SHarking

valuable (as long as they are tightly connected
to a theory).
In the results section, why are results against

hypothesis the underreported kinds of result?
A possible underlying belief is that results
that support hypotheses grant more valuable
knowledge. In direct contrast, a key principle of
falsification is that results against hypotheses
give more valuable knowledge. For instance,
seminal falsificationist Karl Popper argues that
we learnmore from results against hypotheses.
Broadly speaking, the argument is that a re-
sult that supports a hypothesis does not imply
that the theory is true, because that is affirm-
ing the consequent. Specifically, such an infer-
ence would go: ‘if theory T is true, then data D
should be observed’ (i.e., the hypothesis), ‘data
D is observed’ (i.e., the result is in line with
the hypothesis), ‘Therefore, theory T is true’.
This is a logical fallacy because there may be

alternative explanations for data D. Therefore,
researchers try hard to rule out such alterna-
tive explanations by using random assignment,
control variables, or more advanced statistical
techniques. By contrast, a rejected hypothesis
does imply that at least one premise in the the-
ory or operationalization is false, because it is
denying the consequent which is a valid form
of argument (even if alternative explanations
were not excluded). Less extremely, (Davis,
1971) influentially argues that results that go
against our expectations are more interesting.
In the discussion section, if a rejected hy-

pothesis is reported, why is the expectation
that authors explain the result? I speculate that
the underlying belief may be that explaining
data is a more important goal than improving
theory. By contrast, falsificationist principles
hold improving theory as the main goal. There-
fore, those principles suggest that discussion
sections build on the result to contribute con-
tingencies that make the theory less simple
or generalizable, and as a result, more accu-
rate (e.g., Cross, 1982; Lakatos, 1970). Con-
tributing contingencies can also happen in the
process of explaining a result. However, the
distinction is especially clear when discussion
sections bring in a completely different theory
that does fit the result. The distinction also be-
comes clearer if one imagines a more extreme
alternate world in which discussion sections
purposefully attempt to bring in additional the-
ories that are opposite to the result. By con-
trast, current practice is that no further discus-
sion is needed once the result is explained.
Overall, the argument is not that following

the principles of falsification leads to more
ethical research; it probably only affects the
type of results that are underreported, not
the extent of underreporting. That is, if re-
searchers believed that rejected hypotheses
lead to more valuable knowledge, then under-
reporting might start tending toward underre-
porting results that support hypotheses. Cur-
rently, the tendency is to underreport rejected
hypotheses, so a practice based on principles
of falsification can help bring balance.

A proposed counteracting practice: com-
plementary explanation

Because of the opposition to falsification-
ist principles in the aspects of underreport-
ing practices, I propose that a practice that

van Hugten (2022). An Introduction to Complementary Explanation. Journal of Trial and Error, 3(1), 99–105.
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Table 3 CE Steps

Steps Notes

0. Find a result While reading, one might stumble
upon a published finding that is
striking if interpreted from the per-
spective of a different theory. The
finding might even be merely a con-
trol variable for the original paper.
Results with strong measures and
research designs are ideal so that
the result being opposite to a CE is
clearly attributable to the theory.

1. Develop a CE for that
result

What collection of premises suggest
the opposite of the result? Premises
that are straightforward and com-
monly held associations of concepts
are ideal. That collection becomes
the CE. If the result is opposite to the
original hypothesis, then the original
hypothesis development is a CE.

2. Identify a premise in
that CE to challenge

By design, the CE is not in line with
the result. So, at least one of its
premises must be too simple.

3. Suggest a complica-
tion for that challenged
premise

What would be one way in which
we could complicate the challenged
premise?

4. Evaluate that complica-
tion’s effect on accuracy.

Does the complication increase accu-
racy? Is the complication plausible?

5. Iterate over steps 3-
4. When out of ideas,
compare complications.

The most simple and generalizable
complication that can accurately
predict the result is the ideal.

6. Iterate over steps 2-3-
4-5. When out of ideas,
compare challenges.

The less paper-specific the chal-
lenged premise, the greater the
theoretical contribution.

7. Specify the contribution Concisely and concretely describe
the new insight.
E.g., ‘Premise 1 should be replaced
by premise 1*’ or ‘Premise 1 is mod-
erated by M’.

thoroughly applies those falsificationist princi-
ples can counteract underreporting practices.
Specifically, I propose complementary explana-
tion (CE).
The term ‘complementary explanation’ is a

variation on the term ‘alternative explanation’.
An alternative explanation is an explanation for
a result and an alternative to the hypothesis de-
velopment (assuming that the result was in line
with that hypothesis). Alternative explanations
are themain threat that Popper aimed to avoid.

By contrast, a complementary explanation (CE
– countable) is an explanation for the opposite
of a result, so it is a logical complement to the
hypothesis development (assuming that the
result was in line with that hypothesis). For
example, if a quantitative study finds a posi-
tive coefficient, a CE for that result is a set of
arguments that imply a negative coefficient.
Similarly, for a qualitative study’s causal story
between high X and high Y, a theory’s implica-
tion of a negative relation is a CE. If a study’s
result is inconsistent with its hypothesis, then
the original hypothesis development is a CE.
Even if a study does not have a hypothesis for
a particular relation, an explanation of the op-
posite of its result is a CE. One result can have
multiple CEs.
To appreciate CE’s unique focus, Table 2 po-

sitions CE in the context of a comprehensive
list of similar existing practices. CE is similar
to counterarguments, competing hypotheses,
meaningful baselines, or theory-driven null hy-
potheses (e.g., Schwab & Starbuck, 2012). The
difference is that CE is to be used after the re-
sult is known. Even more extremely, CE can be
done after publication by someone who was
not the original author.
CE is like HARKing and spinoffs like Tharking

(i.e., transparently hypothesizing after the re-
sults are known (Hollenbeck & Wright, 2017;
Rubin, 2017) and abduction (Locke et al., 2008;
Schwab & Starbuck, 2017) in that all those prac-
tices happen after a result is found. However,
the difference is that those practices aim to
explain a result (although RHarking is, in princi-
pal, also open to rejected hypotheses (Rubin,
2017)). For example, abduction would never
involve explaining the opposite of the result.
In other words, hypotheses made after the re-
sults are known tend to be ones that are in line
with those results. But they need not be that
way. CE is like transparently making a hypothe-
sis after the result is known, that is opposite to
that result. That shift in focus counteracts the
threat of HARKing to research reliability. Finally,
CE is like SHarking (suppressing hypotheses af-
ter the results are known); the most threaten-
ing form of HARKing (Rubin, 2017), except that
SHarking focuses on suppressing rejected hy-
potheses while CE adds exactly such hypothe-
ses.
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CE Steps

The steps to interpret supportive results seem
clear: e.g., 1) p<0.05, 2) hypothesis supported,
and 3) more confidence in the theory (but see
Wasserstein et al. (2019) for how it is not that
simple). By contrast, the application of falsifica-
tion is impeded by a lack of such clear steps. CE
is a way to codify falsificationist interpretation
steps. Table 3 summarizes these steps.
A crucial step in falsification is that a rejected

hypothesis implies that at least one premise in
its explanation is false. But, it is undetermined
exactly which one is false (Hines, 1988; Lakatos,
1970; Søberg, 2005). That underdetermination
can make falsification seem infeasible in prac-
tice. CE tackles this issue by evaluating theo-
ries based on a combination of their accuracy,
simplicity, and generalizability (Weick, 1999).
If a result is against a theory, that means the
theory has low accuracy. Then, we can trade
off generalizability or simplicity for accuracy.
For example, a trade-off for generalizability in-
volves saying that the theory does not apply to
the context of that result, and the theory will
be accurate in contexts where it does apply.
Alternatively, we sacrifice simplicity to restore
accuracy, if we claim that the inconsistent re-
sult is due to a moderating contingency and
once that moderator is considered, the result
will be consistent with the theory.
The fact that such trade-offs are possible

to ‘save a theory from falsification’ has been
used to argue against falsification (Søberg,
2005). Instead, CE views explicit discussion
of such trade-offs as theory development. CE
helps identify inaccuracies and make explicit
what trade-offs are forced upon the theory.
Theories (or research programs) with many
such trade-offs are degenerate (Lakatos, 1970).
CE prompts and documents such degenera-
tion. CE is not about the next step of judging
whether degeneracy is significant enough. Po-
tential users of a theory can judge whether the
theory lost too much simplicity or generalizabil-
ity to be useful. For example, see Cross (1982)
judging monetarism (a research program in
macroeconomics) while explicitly reflecting on
the Lakatosian ideas at the basis of that judg-
ment.
Step 0 and step 1 contribute by identifying a

lack of accuracy. Step 0 may seem difficult, but
the same creativity that is displayed in thinking

of alternative explanations should also allow
us to reinterpret results from theories that op-
pose that result. Regarding step 1, developing
a CE does not require fully fleshed-out theo-
ries. Instead, CEs consist of the most straight-
forward, and commonly held, associations of
concepts (i.e. accepted propositions in Davis,
1971). The role of the following steps is to
specify which association to make less straight-
forward; this is the complication where the the-
ory’s simplicity or generalizability is sacrificed
for accuracy. That process of complication
leads to the theory becoming more fleshed
out rather than that a fully fleshed-out theory
is required in step 1. Still, CEs in step 1 must
have a level of explicitness, detail, and connec-
tion to literature more similar to hypothesis
development than to the generally weak argu-
mentation for alternative explanations (Spec-
tor & Brannick, 2011).
Steps 2 to 6 contribute by identifying ways

to restore accuracy by trading-off simplicity
and/or generalizability. Thus, one of the ac-
cepted propositions is negated and replaced
by a proposition that is more complex and
more ‘interesting’ (Davis, 1971). There may be
cases where you have an intuition that a theory
implies the opposite of a result, so you have
found a CE, but then upon further reflection
the implication is not so straightforward. For
example, a gravitational theory predicts the
location of a planet, but a result shows that
the planet is not at that location. While writ-
ing the CE you discover that your intuition was
simplistic; the theory only predicted that loca-
tion under the assumption that there was no
other nearby planet pulling the focal planet
away from its orbit. In that case, it is tempting
to scratch the CE. However, CE values making
explicit this step of further reflection; show-
ing the reader where the intuition needs to be
complicated. Thus, a CE author may decide
that many readers would have the same intu-
ition, so explaining that complication is a valu-
able contribution. As another example, step 5
prompts CE authors to also present the second
and third best challenges they came up with.
For instance, maybe you challenged a premise
by adding the complication that that premise
only applies to gaseous planets (and the result
was found for a solid planet). CE encourages
including that challenge, even if another chal-
lenge ends up being more plausible.
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Step 7 makes summarizes the complication;
making explicit the degeneration that is forced
upon the theory by the result. It is possible that
a result is inconsistent with a CE because of
bad measures, auxiliary premises, or research
designs. The CE author can decide whether a
CE with a step 7 that reads ‘Measure X does
not capture concept A (in some context)’ con-
tributes enough to be worth the effort. If a
challenged premise is paper-specific, the con-
tribution may be small. On the other hand, the
contribution may be large enough if measure
X is typical. For example, see Cook et al. (1979)
discussing why insignificant results regarding
the cognitive bias ‘sleeper effect’ are due to op-
erationalizations not appreciating theoretical
nuances. Cook et al. (1979)’s paper is like a CE
paper, except that CE reframes the discussion
from ‘in this paper we remind people of some
important nuances in the theory, which empiri-
cal studies have failed to appreciate, which led
to insignificant results’ to ‘insignificant results
have forced us to appreciate the importance
of some nuances, and in this paper, we make
explicit the nuances we now believe to be im-
portant’.

Full circle

Given those details, we can see how CE coun-
teracts underreporting by improving meta-
analyses. Meta-analyses use concept labels as
inclusion criteria. For example, Heugens and
Lander (2009)’s meta-analysis on ‘mimetic pres-
sure’s effect on isomorphism’ uses a variety of
concept labels to search for literature (e.g., ‘iso-
morphism’, ‘institutional theory’). Underreport-
ing practices cause studies to be described
in terms of concepts that are supported by
the result. Therefore, meta-analyses dispro-
portionately include studies that support the
theory (Murphy & Aguinis, 2019). (Note also
that while Tharking (Hollenbeck &Wright, 2017)
and abduction (Locke et al., 2008; Schwab &
Starbuck, 2017) do not mislead like HARKing,
they still lead studies to be described in terms
of concepts that are supported by the results).
Enter CE. For example, a study finds a pos-

itive effect of ‘competition’ (measured as the
number of firms in the same industry) on ‘differ-
entiation’. A CE for that result is that a greater
number of firms in the same industry can be
interpreted as mimetic pressure (e.g., Have-
man, 1993) and differentiation is the opposite

of isomorphism. Institutional theory suggests
that mimetic pressure should increase isomor-
phism. Therefore, mimetic isomorphism the-
ory implies a negative effect of the number of
firms in an industry and differentiation; i.e., the
opposite of the finding. Before the CE, this pa-
per ‘about differentiation’ would fall outside of
Heugens and Lander’s meta-analysis inclusion
criteria, so it would (systematically) fail to in-
clude results like these opposite to the theory.
By contrast, after the CE is published, the result
is described using theories that are not sup-
ported by it, so meta-analyses would include
it. HARKing and not writing up tests could con-
tinue at the usual rate, but with CE, the propor-
tion of rejected hypotheses among reported
evidence would be greater (and closer to the
true proportion).

Conclusion

Proposals to combat underreporting focus on
preventing underreporting practices; e.g., de-
emphasize p-values (Bettis, 2012), stop us-
ing “p<0.05”, (Bettis, 2012; Wasserstein et al.,
2019), or abandoning null-hypothesis signifi-
cance testing (Schwab et al., 2011). Such pro-
posals are less feasible due to the inertia of
current practice. By contrast, CE counteracts
underreporting without preventing practices
that lead to underreporting; it adds to, rather
than changes, current practice. That increases
feasibility. That is why the explanation of CE’s
value can assume that HARKing and not writing
up tests continue at the usual rate. CE’s value
does not depend on whether a hypothesis was
truly made after the results were known, nor
does its value depend on what caused under-
reporting. CE makes use of the potential for
interacting with studies after publication.
Moreover, CE is a useful practice, even if

underreporting did not exist. First, CE also
increases research reliability more directly.
When CE is done by others than those who
found the result, research reliability is in-
creased simply by having an extra person think-
ing through the meaning of the data from a
fresh perspective. Second, we put strain on
others when collecting data. This comes with
a responsibility to make the most of our data.
CE helps fulfill that responsibility by reusing
published results, in contrast to demands for
efficient rather than comprehensive presenta-
tion, and novel findings.
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In sum, I hope people use CE to learn more
from the same findings and especially learn
about, and from, those things that we currently
miss due to underreporting.
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