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Reflections on the Unintended Consequences of the Science Reform Movement

Sarahanne Field¹, Noah van Dongen², Leo Tiokhin³

The scientific community has entered a challenging era, as originally noted by Wagenmakers (2012). High-profile instances of fraud, failures to replicate foundational studies in psychology, and admissions of research misconduct (e.g., John et al., 2012) cast a shadow over the field of psychology initially, and the broader enterprise of science over the decade that has passed. In response to these concerns, a movement aimed at reforming scientific practices has emerged (Field, 2022; Munafò et al., 2017; Spellman et al., 2018). This movement has introduced various initiatives to enhance research methods, reduce misconduct, and increase transparency (see van Ravenzwaaij et al., 2023, for an overview). Direct replications and articles reporting null results and errors (such as the Journal of Trial and Error; see Devine et al., 2020) have become more accessible for publication. Concepts like preregistration and registered reports have gained significant popularity. Additionally, various aspects of science are now more "open," encompassing preprints, open-access publications, open peer review, and openly accessible data and code.

While these initiatives offer immediate benefits to both the scientific community and researchers, one might argue that the scientific reform movement is still in its early stages; the long-term effects of many interventions have yet to be assessed. Furthermore, the system of academic science is a complex one, and the downstream consequences of modifying complex systems are notoriously difficult to anticipate. Notably, Devezer et al. (2020, p. 2) have raised concerns regarding the "little evidentiary backing" and lack of a framework for assessing the validity and efficacy of reform policies. Ioannidis (2014) and Tiokhin et al. (2021) share similar apprehensions about the potential unintended consequences of well-intentioned reforms. Additionally, adopting reform practices might carry negative consequences for students and early career researchers, who are often beholden to supervisors and structures with their own dependence on traditional academia (Field, 2023).

1 University of Groningen
2 University of Amsterdam
3 IG&H: Utrecht

Personal Context

Field, van Dongen, and Tiokhin arrived at an articulation of these concerns individually, yet at a similar time. In the early 2020's, Tiokhin came to van Dongen about frustrations that people were talking about positive primary effects of the science reform movement, without considering potential second and even third order effects. They agreed that unintended consequences drive change just as much as their primary catalyst. Together, they decided they were going to write a book addressing unintended consequences in the reform movement, and that they would "make waves." Although the book has yet to materialize, their discussion produced a workshop for the Center for Unusual Collaborations in Amsterdam in 2021 and a session at the virtual Metascience conference of 2021.

Field's own concerns about the unintended consequences of science reform began in 2020, during her PhD which centred on the "science reform community" and its practices. While she was supportive of the changes the community had been ushering in, she was concerned about the lack of reflexivity that she saw in some of the community's members and the discomfort some members clearly experienced when questioned about how certain initiatives and practices would affect other aspects of the academic enterprise. Field is an editor at the Journal of Trial & Error and had pitched a special issue concept to the JOTE team in mid-2021, but was...
To address the challenges we identified, and to ensure that reform efforts remain credible and self-reflective, we argue that the scientific reform movement must continually interrogate its practices and proposed initiatives and remain vigilant to the unintended consequences that may arise. In this context, this special issue aims to inspire scholars to critically reflect on the trajectory of the scientific reform movement. We now outline the eight articles of the special issue, each of which deal with a different facet of the science reform movement.

I: The Contributions

Questionable Metascience Practices by Rubin (2023) considers a parallel concept to “questionable research practices” called questionable metascience practices (QMPs). Rubin explores 10 QMPs, including ignoring or rejecting criticism of one’s own proposed reforms, and the overemphasis on replication. He urges metascientists to “reflect on the ways in which they (a) handle criticism, (b) conceptualize replication, (c) consider researcher bias, (d) avoid sweeping generalizations, and (e) acknowledge the diversity and pluralism of science.”

Reflections on Preregistration: Core Criteria, Badges, Complementary Workflows (2023) by Thibault, Pennington and Munafò, explores the issues surrounding preregistration, a key pillar of the reform movement. While preregistration promises transparency in theory, challenges emerge in practice, especially in the case of clinical research trials, such as the absence of analysis plans and issues with the awarding of preregistration badges. Their recommendations to the reform and clinical research communities in light of these concerns are straightforward: They propose the consideration of “parallel initiatives to simplify and standardize preregistration (e.g., adopt itemized core preregistration criteria), and to leverage complementary workflows that necessitate open research practices.”

Thomas Hostler’s article The Invisible Workload of Open Research (2023) interrogates the burden carried by researchers who practice open science, with concrete examples (a perspective that lends gravitas to existing abstract discourse). Hostler discusses how the adoption of open research practices may exacerbate stress, burnout, and workload pressures in academia, opening a Pandora’s box that some science reformers prefer to keep closed. He advocates for awareness from the science reform community (or communities), stating that “It is neither the specific role nor within the capability of open research advocates to tackle the root causes of workload issues, but they must be aware of the potential implications of their calls for systemic changes in incentives for open research.”

A team of researchers from the Quala Lab, led by Steltenpohl, contributed an article on qualitative open science: Rethinking Transparency and Rigor from a Qualitative Open Science Perspective (2023). They explain that imposing rigid quantitative standards on all research can have unintended negative consequences for many individuals and groups in the science reform movement, cautioning against the perspective that transparency is a “one-size-fits-all” concept. Qualitative researchers have unique considerations, such as reflexivity and positionality statements. Looking ahead, they argue that through “...expanding open science guidelines to leverage a broader array of rigor and transparency-promoting practices (e.g., reflexivity), we can truly begin to advance practices.”

In A Manifesto for Rewarding and Recognizing Team Infrastructure Roles, Bennett and colleagues (2023) consider team science in the context of the reform movement. They talk about professional team infrastructure roles (such as lab technicians, project managers and data stewards), which involve the crucial activity of supporting research while at the same time do not have responsibility of leading team projects, and therefore typically miss out on reward and recognition, especially under current systems and structures. They underscore the need for fairness in how such personnel are treated, and bring the issue to light using three case studies. “Acknowledging the contri-
butions of all research roles,” they argue, “will help retain skill and expertise, and lead to collaborative research ecosystems that are well-positioned to address complex research challenges.”

Buzbas and Devezer’s (2023) article Tension Between Theory and Practice of Replication scrutinizes the popular yet somewhat divisive topic of replication. They describe a mismatch between the push for more replication studies and concern about irreproducibility with iterative and slow (but crucial) theoretical developments. They advance theoretical considerations of “non-exact” replication studies and meta-hypothesis testing in multi-lab replications and warn of the problems that enacting reforms without robust theoretical foundations can pose for the reform movement. They emphasize the need for a theoretical framework of metascience to guide science reform, especially in the context of large-scale replication studies. “Theoretical work is still in its early stages of development and needs to continue,” they explain, while at the same time noting that “another major challenge arises for the next generation of reform: How do we bridge the gap between theory and practice?”

Finally, in Reputation without practice? A Dynamic Computational Model of the Unintended Consequences of Open Scientist Reputations, Linde et al. (2024) delve into the dynamics of open science advocacy, exploring how being an advocate for open science can affect academic careers. It introduces a dynamic model to examine two types of open science behaviour (practicing open science and/or advocating open science) and how they can impact the career progression of academic researchers. They found that groups that both practice and advocate open science will be dominant in a scientific community that values open science, and that advocating OS may not have the same advantages as practicing OS. They write: “These results are encouraging to those who feel practicing open science ‘is not worth it’: in addition to benefits to science at large, our results suggest engaging with OS benefits the individual researcher as well.”

Conclusion

With the objective of stimulating a discourse in the realm of scientific reform, together with the structural backing of the Center of Trial and Error and the input of several metascience researchers, we have co-produced a special issue that focuses on “second order” effects or “second-generation” challenges—issues that may arise during or as a consequence of addressing primary reform concerns. The peer-reviewed contributions that appear in the special issue deal with a range of issues: problematic reformer behaviours, the mismatch between preregistration theory and practice in clinical trial research, the hidden workload of open science, open science challenges for qualitative research, neglected yet important roles in team science, the tension between theory and practice of replication, the impact of open science advocacy and practice on researchers’ careers, and the role of moral positions on core values in the progress of the science reform movement.

The complexities of scientific reform require thoughtful, well-rounded solutions built on inclusive discussions, and the contributions in this special issue provide a rich tapestry of perspectives to guide our way forward. As we continue to refine our scientific practices, we must ensure that our shared journey towards scientific reform remains reflexive, critical, and balanced.
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Questionable Metascience Practices

Mark Rubin

Metascientists have studied questionable research practices in science. The present article considers the parallel concept of questionable metascience practices (QMPs). A QMP is a research practice, assumption, or perspective that has been questioned by several commentators as being potentially problematic for metascience and/or the science reform movement. The present article reviews ten QMPs that relate to criticism, replication, bias, generalization, and the characterization of science. Specifically, the following QMPs are considered: (1) rejecting or ignoring self-criticism; (2) a fast ‘n’ broken scientific criticism style; (3) overplaying the role of replication in science; (4) assuming a replication rate is “too low” without specifying an “acceptable” rate; (5) an unacknowledged metabias towards explaining the replication crisis in terms of researcher bias; (6) assuming that researcher bias can be reduced; (7) devaluing exploratory results as being more “tentative” than confirmatory results; (8) presuming that questionable research practices are problematic research practices; (9) focusing on knowledge accumulation; and (10) focusing on specific scientific methods. It is stressed that only some metascientists engage in some QMPs some of the time, and that these QMPs may not always be problematic. Research is required to estimate the prevalence and impact of QMPs. In the meantime, QMPs should be viewed as invitations to ask questions about how we go about doing better metascience.

Keywords metascience, open science, questionable research practices, replication crisis, science reform

In 2011, Simmons et al. demonstrated that researchers can present “anything as significant” (p. 1359) by conducting numerous analyses (e.g., using different outcome variables, sample sizes, and/or covariates) and then selectively reporting only those analyses that yield significant results. A year later, John et al.’s (2012) published the results of a survey which purported to show that questionable research practices (QRPs), such as HARKing and p-hacking, are prevalent among psychologists. A few years later, an attempt to replicate 100 psychology studies found that only 39% of effects were rated as replicable (Open Science Collaboration, 2015).

In light of this and other work, some metascientists have concluded that QRPs play a significant role in increasing the publication of “false positive” results and, therefore, lowering replication rates (e.g., Bishop, 2019; Bishop, 2020; Munafò et al., 2017; Nosek et al., 2012; Open Science Collaboration, 2015; Schimmack, 2020; Spellman et al., 2018). Partly in response, science reformers have advocated new “open science” research practices that are intended to reveal and reduce QRPs (e.g., preregistered research plans, publicly accessible research data and materials Munafò et al., 2017).

In the present article, I consider questionable research practices in the field of metascience. A questionable metascience practice (QMP) is a research practice, assumption, or perspective that has been questioned by several commentators as being potentially problematic for metascience and/or the science reform movement. I outline ten QMPs that are grouped into the five broad categories of (a) criticism, (b) replication, (c) bias, (d) generalization, and (e) science characterization.

Please note that I have not provided an exhaustive list of QMPs (for some additional QMPs, please see Devezer et al., 2021, p. 2). In addition, unlike John et al.’s (2012) study of QRPs, I have not attempted to estimate the
prevalence of the QMPs that I consider. It is possible that only a few metascientists have engaged in the QMPs, and that they have engaged in only a few QMPs a few times. Nonetheless, under some circumstances, a few low frequency QMPs may be quite influential and problematic, especially when they are undertaken by prominent metascientists who are regarded as leaders and role models in the field. Hence, it is worthwhile considering QMPs even if they have a low prevalence.

Finally, in my view, QMPs are not always problematic. They are merely “questionable” in the sense that they warrant questioning before a conclusion is reached about whether they are problematic in any given situation. Hence, my aim is not to cast aspersions on the field of metascience but, instead, to encourage a deeper consideration of its more questionable research practices, assumptions, and perspectives.\(^1\)

I Criticism-Related QMPs

Rejecting or Ignoring Self-Criticism

As several commentators have noted, some metascientists react particularly negatively and defensively towards criticisms of their proposed science reforms (Bastian, 2021; Gervais, 2021; Malich & Rehmann-Sutter, 2022, p. 5; Walkup, 2021, p. 132). For example, as Flis (2022) explained, there was a rather extreme negative reaction on social media to an article by Szollosi et al. (2020) that criticized the open science practice of preregistration. Flis suggested that this highly negative reaction may have represented a defensive response that was learned during metascientists’ interactions with so-called “status-queers” who questioned the reality of the replication crisis and opposed the need for science reform. In other words, some first-generation metascientists and reformers may have adopted a particularly negative reaction to self-criticism because they perceived it to be a challenge to their raison d’être.

Instead of rejecting self-criticism, some metascientists may simply ignore it, especially in the more authoritative space of the published literature. For example, as of February 2023, 228 articles have cited a pro-preregistration article by Nosek et al. (2019) that was published around the same time and in the same journal as Szollosi et al.’s (2020) critical article. However, only 17% of these 228 articles (\(k = 39\)) have also cited Szollosi et al. (To identify these 39 articles, I clicked on “cited by” in Google Scholar for the Nosek et al. article and then selected “search within citing articles” and searched for “Is preregistration worthwhile?”). This low co-citation rate may reflect a citation bias against an article that is critical of a prominent science reform (for another example of potential citation bias, please see Flis, 2022, p. 6). This type of citation bias creates an illusion of consensus in the literature, and it may obstruct the motive for theory improvement by giving the impression that current theories are adequate and undisputed (see also Bishop, 2020; Hoekstra & Vazire, 2021, p. 1604). Hence, “failing to cite publications that contradict your beliefs” is regarded as a QRP (Allum et al., 2023, p. 8). To prevent this QRP from becoming a QMP, metascientists should encourage self-criticism, cite their critics’ work, and respond in a thoughtful manner (Altenmüller et al., 2021; Gervais, 2021, p. 828; Haig, 2022, p. 235; Hoekstra & Vazire, 2021, p. 1604). To be clear, metascientists do not always need to concede to their critics’ arguments. However, they do need to engage with those arguments publicly, formally, and carefully (see also Longino, 1990).

Fast ‘n’ Bropen Criticism

Concerns have also been raised about the style and tone of some metascientists’ interactions with scientists, especially on social media (e.g., Fiske, 2016; Hamlin, 2017, p. 692; Pownall & Hoerst, 2022; Whitaker & Guest, 2020). For example, Whitaker and Guest (2020) coined the term bropenience to refer to a dismissive, mocking, school-yard style of scientific criticism.

---

1 Researcher positonality statement: I identify as a White, Western, heterosexual, middle-class, cisgender man. My primary field of research is social psychology. However, I have recently published several articles in the field of metascience. Here, I have adopted a relatively nuanced and contextualist approach to issues such as HARKing, p-hacking, and multiple testing (e.g., Rubin, 2017a, Rubin, 2017b, Rubin, 2021b, Rubin, 2022). I have also adopted a relatively critical approach to some science reforms, such as (a) preregistration (e.g., Rubin, 2020, Rubin, 2022) and (b) greater adherence to Neyman-Pearson hypothesis testing (e.g., Rubin, 2021a). My current philosophy of science is closest to perspectival realism (Cru, 2019; Giere, 2006; Massimi, 2022). For more information about my work, please see https://sites.google.com/site/markrubinsocialpsychresearch/
that some metascientists sometimes use on social media (e.g., Anonymous, 2021; see also Derksen & Field, 2022; Pownall et al., 2021, pp. 529-530). Similarly, Pownall (2022) noted that, in contrast to the appeal for more thoughtful and “slower” science, there is a “growing culture of fast, hostile, and superficial critiques of research” on social media.2

Although a fast ‘n’ broken criticism style may be used rarely and by few metascientists, it can be problematic if it is used by relatively prominent metascientists who are regarded as being representative of the field. In particular, it may (a) distract from and/or deter legitimate criticism, (b) cause scientists to feel personally attacked and/or excluded (e.g., Derksen & Field, 2022; Hamlin, 2017, p. 692; Pownall et al., 2021), (c) damage the reputation of meta-science, and/or (d) reduce the uptake of beneficial science reforms (Gervais, 2021). Metascientists should undertake thoughtful, “critical evaluation with civility and mutual respect” (Society for the Improvement of Psychological Science, 2022).

I Replication-Related QMPS

Overplaying Replication

Some metascientists assume that direct replications are a method for assessing the “truth” of a claim or effect. For example, Nosek et al. (2012, p. 617) stated that “replication is a means of increasing the confidence in the truth value of a claim”; Nelson et al. (2018, p. 520) stated that, “to a scientist, a true effect is one that replicates under specifiable conditions”; and Simmons et al. (2021, p. 153) stated that “many published findings do not replicate under specifiable conditions and so are, by the standards of science, untrue” (for further examples, see Devezer et al., 2021, pp. 6-8). Some metascientists also regard replication as an essential and defining aspect of science. For example, the Open Science Collaboration (2015, p. 1) described reproducibility as “a defining feature of science,” and Zwaan et al. (2018, p. 13) explained that replication is “an essential component of science...a foundational principle of the scientific method” (see also Asendorpf et al., 2013, p. 108; Chambers, 2017, p. 48; Nosek et al., 2012, p. 618; for further examples, see Drummond, 2019, p. 64; Haig, 2022, p. 226; Maxwell et al., 2015, p. 487). In response, critics have argued that these sorts of statements overplay the role of replication in science (De Boeck & Jeon, 2018; Devezer et al., 2019; Devezer et al., 2021; Feest, 2019; Greenfield, 2017; Guttinger, 2020; Haig, 2022; Iso-Ahola, 2020; Leonelli, 2018; Norton, 2015).

Replication does not indicate whether research claims or findings are true. Replicable results may be “false” due to model misspecification, reliable but invalid measures, or overly liberal evidence thresholds, and “true” results may be nonreplicable due to model misspecification, unreliable methods, or irreversible changes in the population over time (Bak-Coelman et al., 2022; Buzbas et al., 2023; De Boeck & Jeon, 2018; Devezer et al., 2019; Devezer et al., 2021; Errington, Mathur, et al., 2021; Guttinger, 2020; Iso-Ahola, 2020; Norton, 2015; Nosek et al., 2022, p. 739; Rubin, 2021a; D. J. Stanley & Spence, 2014). Furthermore, replication is not an essential component of science. Scientists often use other methods to demonstrate the reliability of their results, such as robustness analyses (Haig, 2022; Leonelli, 2018). Alternatively, they may provide a repeat demonstration of the existence of a phenomenon within the same study using a different set of variables that are nonetheless representative of the theoretical constructs that were used in the original demonstration.

Certainly, replication is important in some areas of science. However, it is a QMP to overplay replication as an “essential” aspect of science that indexes the “truth” of findings (Devezer et al., 2021, p. 10).

Unspecified Replication Rate Targets

Some metascientists claim that replication rates need to be improved. For example, the Open Science Collaboration (2015, p. 7) concluded that “there is room to improve reproducibility in psychology,” and Munafò et al. (2017, p. 1) explained that “data from many fields suggests reproducibility is lower than is desirable.” However, it is unclear how replication rates can be judged to be “low” and in need of improvement in the absence of clear

2Some critics of the science reform movement also have problematic communication styles at times (for some examples, see Holcombe, 2021). Nonetheless, two wrongs don’t make a right!
targets for “acceptable” replication rates. Logically, this reasoning represents an incomplete comparison.

In their recent review, Nosek et al. (2022) found that 64% of 307 replications reported statistically significant evidence in the same direction as the original studies. Is this replication rate “too low” or is it “acceptable”? Nosek et al. were unsure, asking: “what degree of replicability should be expected?” (p. 730) and “what is the optimal replicability rate at different stages of research maturity?” (p. 738). They suggested that these questions should be addressed in future metascience research (see also Open Science Collaboration, 2015, p. 7). However, the deferral of this question implies that metascientists are trying to solve a problem that they are not yet sure exists. After all, future research may reveal that current replication rates are “acceptable” (Bird, 2020; Freiling et al., 2021, p. 692; Guttinger, 2020, p. 8; Lewandowsky & Oberauer, 2020). Alternatively, the meaningfulness of quantifying replication rates may be called into question (Buzbas et al., 2023; Rubin, 2021a).

In the absence of clear targets for “acceptable” replication rates, it is not surprising that several commentators have questioned whether current replication rates are at “crisis” levels (e.g., Barrett, 2015; Bird, 2020; Buzbas et al., 2023; Fanelli, 2018; Firestein, 2016; Freiling et al., 2021; Haig, 2022; Maxwell et al., 2015; Morawski, 2019; Shroit & Rodgers, 2018; Stroebe & Strack, 2014; Wood & Wilson, 2019). Certainly, claiming that a replication rate is “too low” without specifying an “acceptable” replication rate represents a QMP.

### Bias-Related QMPs

**Metabias**

As several commentators have observed, contemporary metascientists tend to be concerned with how bias and motivated reasoning influence scientists’ methods, analyses, and interpretations (Field & Derksen, 2021; Flis, 2019; Morawski, 2019; Morawski, 2022; Peterson & Panofsky, 2020, p. 7; for examples, see Bishop, 2020; Chambers, 2017, chapter 1; Chambers & Tzavella, 2022; Hardwicke & Wagenmakers, 2023; Ioannidis et al., 2014; Munafò et al., 2017; Nosek et al., 2012; Simmons et al., 2021, p. 153). Indeed, Morawski (2022) has suggested that metascientists may be biased towards explaining the replication crisis in terms of researcher bias because they are overrepresented by psychologists (Moody et al., 2022; see also Flis, 2019; Malich & Rehmann-Sutter, 2022), who tend to be familiar with cognitive and motivational biases (i.e., a type of availability heuristic bias). Consistent with Morawski’s interpretation, it is interesting to note that psychologists’ metabias may also explain their emphasis on researcher bias during the 1960s-1970s crisis of confidence in social psychology (Peterson & Panofsky, 2021, p. 600; Rosnow, 1983). In this previous crisis, psychologists were concerned about researchers biasing the behavior of their participants (e.g., experimenter expectancy effects). In the current replication crisis, they are more concerned about researchers biasing their methods and analyses.

To be consistent with their concerns about researcher bias, metascientists should acknowledge their own *metabias* towards explanations of the replication crisis that refer to researcher bias. There are multiple mutually compatible explanations for failed replications that do not refer to researcher bias, including data errors, fraud, a base rate fallacy, low power, unreliable measurement, poor validity, hidden moderators, and heterogenous effects (e.g., Bird, 2020; de Boeck & Jeon, 2018; Fabrigar et al., 2020; Maxwell et al., 2015; Rubin, 2021a; D. J. Stanley & Spence, 2014). Researcher bias and associated QRPs represent only one potential explanation, yet they have been given a disproportionate amount of attention in explanations of, and solutions to, the replication crisis (e.g., Hardwicke & Wagenmakers, 2023; Munafò et al., 2017; Schimmack, 2020, p. 372). Focusing on researcher bias at the expense of other viable explanations represents a form of causal reductionism (Devezer et al., 2019, p. 17), and an acknowledgement of metabias may help to produce a more balanced and comprehensive multicausal account of the replication crisis.
The Bias Reduction Assumption

Some metascientists believe that preregistration and registered reports reduce researcher bias. For example, Hardwicke and Wagemakers (2023, p. 15) explained that “preregistration reduces the risk of bias by encouraging outcome-independent decision-making”; Vazire et al. (2022, p. 166) explained that “the aim of the Registered Report format is to reduce bias by eliminating many of the avenues for undisclosed flexibility in research”; and Chambers (2018) described “Registered Reports as a vaccine against research bias” (see also Chambers & Tzavella, 2022, p. 32; Scheel et al., 2021, p. 2; for commentary, see Field & Derksen, 2021). There are three problems with this claim.

First, researcher bias influences not only the post hoc selection of hypotheses, data, analyses, and results (i.e., selective reporting), but also the a priori selection of hypotheses, methods, analyses, evidence thresholds, and interpretations (i.e., selective questioning; Rubin & Donkin, 2022), and considering selective reporting without also considering selective questioning may lead to a biased evaluation of researcher bias. For example, preregistering the number of times that a researcher will toss a coin may help to identify and reduce any selective reporting of their results (e.g., only reporting when the coin lands heads and not when it lands tails). However, the reduction of this selective reporting will not reduce researcher bias if the researcher’s preregistered decision rule is “heads I win, tails you lose!” As Clark et al. (2022) put it, “the dice have often been loaded before pre-registration” (p. 13, see also Dellsén, 2020; Jamieson et al., 2023). Consequently, it is a QMP to assume that a preregistered study is less biased than a non-preregistered study, because selective questioning in the preregistered study may be more problematic than selective reporting in the non-preregistered study (for similar concerns, see Devezer et al., 2021, p. 16; Freling et al., 2021, p. 698; Jamieson et al., 2023; McDermott, 2022; Oberauer, 2019; Pham & Oh, 2021, p. 167; Rubin & Donkin, 2022; Szollosi et al., 2020, p. 95; Wiggins & Christopherson, 2019, p. 212).

Second, it might be argued that preregistration reduces selective reporting when all other variables are held constant, including variables associated with selective questioning. However, even if, ceteris paribus, preregistration reduces selective reporting, it may also increase other types of researcher bias, such as (a) the researcher commitment bias (sticking with a planned research approach, even when it is inappropriate), (b) the researcher prophecy bias (misattributing a researcher’s lucky, atheoretical prophecy to a theory’s predictive power), and (c) a bias towards committing data fraud (for a discussion, please see Rubin & Donkin, 2022). Again, it is a QMP to consider bias reduction in terms of selective reporting per se and ignore other forms of researcher bias.

Finally, and more generally, the metascientific concept of “bias reduction” assumes that researchers can get closer to an “unbiased” evaluation, which smacks of naïve objectivism, naïve empiricism, naïve realism, and value-free science (Field & Derksen, 2021; Morawski, 2019, p. 228; Reiss & Sprenger, 2020; Strong, 1991; van Dijk, 2021; Wiggins & Christopherson, 2019). According to these philosophical positions, scientists can observe an immutable reality directly and in an unbiased and objective manner. However, contrary to these positions, research is always undertaken from one perspective or another, so it is always “biased” from one perspective or another, and what are seen as decreases in bias from one perspective may be regarded as increases in bias from another. Consequently, a more tenable position is that open science practices help to reveal different perspectives rather than to reduce bias (Field & Derksen, 2021; Grossmann, 2021; Jamieson et al., 2023; Pownall, 2022). For example, a robustness or multiverse analysis allows readers to understand how different analytical approaches produce or “enact” different results (Del Giudice & Gangestad, 2021; Morey, 2019; Rubin, 2020; for a discussion of the “enactment” perspective, see Derksen & Morawski, 2022). In addition, researcher positionality statements can reveal researchers’ perspectives rather than reduce their biases (Jamieson et al., 2023).

Sweeping Generalization QMPS

Devaluing Exploratory Hypothesis Tests

Some metascientists devalue unplanned exploratory tests of post hoc hypotheses relative to preregistered confirmatory tests of a priori
presumably hypotheses, even when the exploratory tests are correctly reported as being exploratory. For example, relative to the results of confirmatory hypothesis tests, the results of exploratory tests are supposed to have a “higher risk of bias” (Hardwicke & Wagenmakers, 2023, p. 19) and entail greater “uncertainty” (Nosek et al., 2018, p. 2601), which makes their associated conclusions more “tentative” (Errington, Denis, et al., 2021, p. 19; Ioannidis et al., 2014, p. 238; Nelson et al., 2018, p. 519; Nosek & Lakens, 2014, p. 138; Simmons et al., 2021, p. 154). Consequently, “confirmatory analyses…have much greater evidential impact than exploratory analyses” (Wagenmakers, 2012, p. 13), and research conclusions should be “appropriately weighted in favour of the confirmatory outcomes” (Chambers & Tzavella, 2022, p. 36). There are two problems with this perspective.

First, critics have argued that the distinction between exploratory and confirmatory hypothesis tests is unclear and irrelevant, both from a statistical perspective (Devezer et al., 2021; Rubin, 2020; Rubin, 2021b) and from a philosophical standpoint (Rubin, 2020; Rubin, 2022; Rubin & Donkin, 2022; Szollosi & Donkin, 2021). In particular, it has been shown that the “double use” of the same data to (a) generate hypotheses and then (b) test those hypotheses is not necessarily problematic (Devezer et al., 2021), and that any “circular reasoning” involved in this process can be identified by checking the contents of the reasoning without needing to know the timing of the reasoning (Rubin & Donkin, 2022).

Second, even if we accept the validity of the confirmatory-exploratory distinction and agree that, all other things being equal, exploratory results tend to be more tentative than confirmatory results, it would be a fallacy of the general rule to conclude that all exploratory results are more tentative than all confirmatory results. For example, an exploratory result may be evaluated as being less tentative than a confirmatory result when it is based on higher quality theory, methods, and analyses than the confirmatory result and when it is accompanied by greater transparency vis-à-vis robustness analyses and open data and materials (Devezer et al., 2021; Morey, 2019; Rubin, 2020; Szollosi et al., 2020). Consequently, it would be a QMP to argue that “exploratory studies cannot be presented as strong evidence in favor of a particular claim” (Wagenmakers et al., 2012, p. 635), because high quality exploratory studies can provide stronger evidence than low quality confirmatory studies (see also Rubin, 2017b, p. 314).

Presuming QRPs are Problematic

Another sweeping generalization QMP is to presume that questionable research practices are always problematic research practices. For example, Hartgerink and Wicherts (2016, p. 1) defined QRPs as “practices that are detrimental to the research process…[and that] harm the research process”; Chambers (2014) described QRPs as “soft fraud”; and Schimmack (2020, p. 372) proposed that “the most obvious solution [to the replication crisis] is to ban the use of questionable research practices and to treat them like other types of unethical behaviours.” There are two problems with this position.

First, QRPs can be perfectly acceptable research practices (Fiedler & Schwarz, 2016; Moran et al., 2022, Table 6; Rubin, 2022, p. 551; Sacco et al., 2019). For example, the QRP of “failing to report all of a study’s dependent measures” (John et al., 2012, p. 525) may not indicate p-hacking if (a) there are good reasons to exclude the measures from the research report and (b) the excluded measures are irrelevant to the final research conclusions (Fiedler & Schwarz, 2016, p. 46; John et al., 2012, p. 531; Rubin, 2017b; Rubin, 2020). As their name implies, QRPs need to be “questioned” by other researchers and interpreted in specific research situations before they can be judged to be potentially problematic.

Second, even potentially problematic research practices such as HARKing and p-hacking may not always be problematic for research credibility and replicability (e.g., Bak-Coleman et al., 2022; Devezer et al., 2019; Fanelli, 2018; Leung, 2011; Rubin, 2017a; Rubin, 2017b; Rubin, 2020; Rubin, 2022; T. D. Stanley et al., 2018; Ulrich & Miller, 2020; Vancouver, 2018). Hence, a more tenable position is to assume that only some QRPs are potentially problematic in specific research situations, and only some potentially problematic research practices are actually problematic under some conditions.
Focusing on Knowledge Accumulation

Some metascientists assume that the goal of science is to accumulate knowledge (e.g., Errington, Mathur, et al., 2021; Munafò et al., 2017; Nosek et al., 2012; Vazire, 2018). For example, Nosek et al. (2012, p. 617) explained that “the primary objective of science as a discipline is to accumulate knowledge about nature,” and Vazire (2018, p. 416) explained that “the common goal among all scientists is to accumulate knowledge.” Commentators have noted that, from this perspective, some metascientists view low replication rates as indicating an “inefficient” accumulation of knowledge (Morawski, 2022; Peterson & Panofsky, 2021; for examples, see Errington, Mathur, et al., 2021; Munafò et al., 2017; Nosek et al., 2012; Vazire, 2018; for discussions, see Hostler, 2022; Uygun Tunç et al., 2022). The proposed open science reforms are supposed to improve the efficiency of knowledge accumulation (e.g., Chambers & Tzavella, 2022, p. 37; Nosek et al., 2012, p. 626). For example, Nosek et al. (2012, p. 626) concluded that “scientific practices can be improved to enhance the efficiency of knowledge building.”

However, there are two reasons that knowledge accumulation may not be regarded as the primary objective of science. First, different philosophies of science emphasize different goals. For example, besides knowledge accumulation, Dellèsén (2018) described three alternative goals of science: truth-seeking, problem-solving, and understanding. Second, any philosophy of science that posits knowledge as a goal should also acknowledge the complementary role of ignorance: “What does this unexpected effect mean?” and “why did we find a null result in this study?” These sorts of known unknowns are essential for scientific progress because they motivate the generation of hypotheses for future studies. Hence, according to this “knowledge- and ignorance” perspective, scientific progress is achieved through not only knowledge accumulation, but also specified ignorance (Firestein, 2012; Merton, 1987; Open Science Collaboration, 2015, p. 7; Rubin, 2021a, p. 5826; Smithson, 1996).

Importantly, knowledge accumulation and specified ignorance have opposite associations with replicability. Successful replications represent scientific progress by confirming current hypotheses. However, failed replications also represent scientific progress by motivating the generation of new hypotheses that explain why the replications failed (e.g., by positing boundary conditions; for an example, see Firestein, 2012). Hence, although low replication rates may indicate poor knowledge accumulation, they may also represent scientific progress vis-à-vis greater specified ignorance.

In summary, definitions of scientific progress depend on the types of goals to be achieved (Haig, 2022, p. 236). Metascientists who assume that knowledge accumulation is central to scientific progress should also acknowledge that (a) other philosophies of science regard other objectives as being more important, and (b) specified ignorance is equally as important as knowledge accumulation.

Homogenizing Science

As several commentators have noted, some metascientists appear to assume that there is a single scientific method rather than a collection of diverse methods (for commentators, see Drummond, 2019; Malich & Rehmann-Sutter, 2022; Peterson & Panofsky, 2020, p. 21; see also Gutttinger, 2020, p. 2). Malich and Rehmann-Sutter (2022, pp. 4-6) argued that this “homogenizing view” is apparent every time a metascientist refers to “the scientific method” in the singular and without qualification (e.g., Munafò et al., 2017, p. 7; Nosek et al., 2012, p. 618; Zwaan et al., 2018, p. 13; for further examples, see Drummond, 2019, p. 64).

In addition, and at the risk of homogenizing metascience (Field, 2022), some (not all) metascientists focus their concerns on particular aspects of “the scientific method” (Flis, 2019). In particular, the contemporary metascientific view of science tends to focus on:

1. a priori predictions (e.g., Chambers & Tzavella, 2022, p. 36; Simmons et al., 2021, p. 154);
2. quantitative methods (Bennett, 2021; Hamlin, 2017, p. 691; Pownall et al., 2021, p. 530);
3. rigorous statistical analyses (for a review, see Moody et al., 2022);
4. replicable effects (e.g., Nosek et al., 2012, p. 617; Simmons et al., 2021, p. 153);
<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Recommended Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rejecting or ignoring self-criticism</td>
<td>Rejecting or ignoring criticisms of meta-science and/or science reform</td>
</tr>
<tr>
<td>2</td>
<td>Fast 'n' bropen criticism</td>
<td>A quick, superficial, dismissive, and/or mocking style of scientific criticism</td>
</tr>
<tr>
<td>3</td>
<td>Overplaying replication</td>
<td>Assuming that replication is essential to science, and that it indexes “the truth”</td>
</tr>
<tr>
<td>4</td>
<td>Unspecified replication rate targets</td>
<td>Assuming that a replication rate is “too low” without specifying an “acceptable” rate</td>
</tr>
<tr>
<td>5</td>
<td>Metabias</td>
<td>A bias towards explaining the replication crisis in terms of researcher bias</td>
</tr>
<tr>
<td>6</td>
<td>The bias reduction assumption</td>
<td>Focusing on selective reporting as the primary form of researcher bias and assuming that it can be reduced without increasing other forms of bias</td>
</tr>
<tr>
<td>7</td>
<td>Devaluing exploratory hypothesis tests</td>
<td>Devaluing an exploratory result as being more “tentative” than a confirmatory result without considering other relevant issues (e.g., quality of associated theory, methods, analyses, transparency)</td>
</tr>
<tr>
<td>8</td>
<td>Presuming QRPs are problematic</td>
<td>Presuming that questionable research practices are always problematic research practices</td>
</tr>
<tr>
<td>9</td>
<td>Focusing on knowledge accumulation</td>
<td>Conceiving knowledge accumulation as the primary objective of science without considering (a) the role of specified ignorance or (b) different objectives in other philosophies of science</td>
</tr>
<tr>
<td>10</td>
<td>Homogenizing science</td>
<td>Focusing on specific approaches as “the scientific method”</td>
</tr>
</tbody>
</table>

5. unbiased interpretations (e.g., Hardwicke & Wagenmakers, 2023; Vazire et al., 2022, p. 166); and
6. a Popperian philosophy of science (Flis, 2019; Grossmann, 2021, p. 74; Morawski, 2019; Morawski, 2022; for examples, see Derksen, 2019).

However, from a critical perspective, these foci may be associated with:

1. 
   
   predictivism: the view that a priori predictions are superior to post hoc inferences (Oberauer & Lewandowsky, 2019, p. 1605; Rubin, 2017b; Rubin, 2022);
2. 
   
   methodolatry/methodologism: the prioritizing of methodological rigor over other research concerns, such as theory (Chamberlain, 2000; Danziger, 1990, p. 5; Gao, 2014);
3. 
   
   statisticism/mathematistry: an overemphasis on statistics as both a problem and a solution in science (Boring, 1919; Brower, 1949; Fiedler, 2018; Proulx & Morey, 2021);
4. 
   
   naïve empiricism (Strong, 1991): the view that science progresses through the accumulation of replicable effects (Flis, 2022; Proulx & Morey, 2021; van Rooij & Baggio, 2021);
5. 
   
   naïve objectivism: the view that it is possible for scientists to adopt unbiased and objective perspectives (Field & Derksen, 2021; Penders, 2022; Wiggins & Christopherson, 2019); and
6. 
   
   a fairly narrow and outdated philosophy of science (Derksen, 2019; Flis, 2019, p. 170; Grossmann, 2021, p. 74; Morawski, 2019, p. 226, p. 233).

Furthermore, several commentators have noted that these metascientific foci may have the unintended consequence of alienating scientists whose work does not fit with this particular view of science (Bennett, 2021; Kessler et al., 2021; Levin & Leonelli, 2017; Malich & Rehmann-Sutter, 2022; McDermott, 2022, p. 58; Penders, 2022; Pownall et al., 2021, p. 530; Prosser et al., 2022; Wentzel, 2021, p. 170). To address this problem, and to facilitate the recognition of their own biases, metascientists should continue to diversify their membership and embrace scientific diversity and pluralism (Andreoteletti, 2020; Flis, 2022; Gervais, 2021; Grossmann, 2021; Leonelli, 2022; Pownall, 2022).

Table 1 summarizes the 10 QMPs that I have discussed and includes recommended practices in relation to each one.

**Conclusion**

Paralleling John et al.’s (2012) concept of questionable research practices, the present article considered a nonexhaustive list of 10 questionable metascience practices. Readers may disagree about the importance of specific QMPs. However, in my view, it remains useful for metascientists to consider the basic concept of QMPs and to reflect on the ways in which they (a) handle criticism, (b) conceptually replicate, (c) consider researcher bias, (d) avoid sweeping generalizations, and (e) acknowledge the diversity and pluralism of science.

In discussing QMPs, we should be careful not to homogenize metascience (Field, 2022) or to presume that QMPs are necessarily problematic. It is likely that only some metascientists engage in some QMPs some of the time and that QMPs are only problematic in some situations. Future metascientific research may wish to assess the prevalence and impact of various QMPs in order to obtain a clearer understanding of these issues. In the meantime, QMPs should be regarded as invitations to reflect on metascientific practices, assumptions, and perspectives and to ask “questions” about how we go about doing better metascience.
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The Invisible Workload of Open Research

Thomas J. Hostler

It is acknowledged that conducting open research requires additional time and effort compared to conducting ‘closed’ research. However, this additional work is often discussed only in abstract terms, a discourse which ignores the practicalities of how researchers are expected to find the time to engage with these practices in the context of their broader role as multifaceted academics. In the context of a sector that is blighted by stress, burnout, untenable workloads, and hyper-competitive pressures to produce, there is a clear danger that additional expectations to engage in open practices add to the workload burden and increase pressure on academics even further. In this article, the theories of academic capitalism and workload creep are used to explore how workload models currently exploit researchers by mismeasuring academic labour. The specific increase in workload resulting from open practices and associated administration is then outlined, including via the cumulative effects of administrative burden. It is argued that there is a high chance that without intervention, increased expectations to engage in open research practices may lead to unacceptable increases in demands on academics. Finally, the individual and systematic responsibilities to mitigate this are discussed.
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It is widely accepted that conducting open research can improve the endeavour of collaborative human knowledge generation. Here, “open research” refers to a variety of practices that make the plans, procedures, labour, and outputs of research publicly available, although the phrase covers broader meanings elsewhere (Fecher & Friesike, 2014). Any one individual open practice such as preregistration or data sharing may have a variety of axiological benefits (Uygun Tunç et al., 2022), but taken together, transparency of the research process improves the epistemic reliability of a piece of research, which facilitates incremental knowledge generation. It also supports an environment by which epistemically unreliable research (whether through errors or bias) can be discounted or ignored (Lakens & Evers, 2014).

Compared to ‘closed’ research, where the only publicly available element of research is a final journal report, open research involves transparently cataloguing as much of the research process as possible. It has been argued that transparent workflows can reduce inefficiency and save time once implemented (Lowndes et al., 2017). However, in practice, conducting open research involves additional time and effort compared to closed research, not only in the process of sharing materials to disciplinary standards, but also in the development of new skills and knowledge to enable this. Generally, the additional work required to conduct open research has been acknowledged (and justified) by proponents of open research reforms (e.g. Allen & Mehler, 2019; Robson et al., 2021; Scheliga & Friesike, 2014; A. J. Stewart et al., 2021).

However, the current discourse promoting open research fails to engage sufficiently with how additional workload impacts the practicalities of academic labour (Callard, 2022). The majority of literature discussing open research reforms is in the field of ‘meta-research’ and has typically viewed closed research as a systemic or cultural problem: characterizing researchers as fallible human agents working in systems and contexts that encourage bias.
and closed practices. Examples include discussion of issues such as the incentives for conducting open practices (Nosek et al., 2012), biases in publication workflows (Chambers & Tzavela, 2022), recognition and reward of open research practices (Munafò, 2019) and compliance with open research mandates (Gabelica et al., 2022). Whilst these are important issues, the common perspective is that researchers exist solely to conduct research and are primarily judged and motivated by success in this domain. This neglects the fact that the majority of researchers are employed not solely as researchers but rather as academics, a role that involves a large number of other activities that compete for time and resources, including teaching, administration, income generation, knowledge exchange, and supervision. Even for academics who are primarily researchers, transparency may not be a priority concern given other important and competing demands such as increasing research regulation (P. M. Stewart et al., 2008), novel ethical issues (Havard et al., 2012), or grappling with fundamental issues in theory development (Eronen & Bringmann, 2021) and methodology (Uher, 2023). By solely focusing on “open research” as a separable pursuit, meta-research neglects to acknowledge that the additional workload required by open research cannot always be practically accommodated in the day-to-day duties of academics and the time and resources they have available.

This is a critical issue, given the increasing systematic degradation of working standards across academia: There is ample evidence that many academics are already at “capacity” in terms of the amount of work they do (Long et al., 2020), and yet workloads are still increasing. This has led to endemic levels of stress and burnout in the sector (Urbina-Garcia, 2020), mental health crises (Nicholls et al., 2022), recourse to industrial action to protest against overwork (University & College Union, 2022), and a recognition that the sector is haemorrhaging talent to industry where working conditions are seen to be more favourable (Gewin, 2022; Seidl et al., 2016). It is therefore crucial to explore the blind spot in meta-research of how the additional workload of open research may potentially negatively impact on working conditions of academics.

The oversight can be addressed by utilising research from the field of higher education studies, including the theory of academic capitalism (Jessop, 2018). This theory suggests the scholarly ecosystem can be viewed as a type of market, where institutions are capitalist actors in competition with one another. From this perspective, the way that universities (as the primary employers of most academics) are organised, and subsequently their priorities, policies, and relationship with (and potentially exploitation of) academic labour can be examined. The lens of academic capitalism can therefore offer new insights on the way that open research reforms may be practically prevailed upon academics (Hostler, 2022), in order to anticipate problems and provide solutions.

The rest of the paper is structured as follows: first, I explain the theoretical framework of academic capitalism, including how academic labour is typically controlled by universities using a “workload model” and exploited via “workload creep”. Second, I explain how various open research practices add to the time burden and workload of conducting research, including via the cumulative and unnecessary effect of administrative burden. Third, I will explore how additional open research activities may not be sufficiently accounted for in a workload model, leading to detrimental effects on academics’ well-being. Finally, I will conclude with a discussion of potential solutions and the responsibilities of both individuals and institutions to address these issues.

I Theoretical Background

Academic Capitalism

The theory of academic capitalism comes from higher education research and refers to the tendency for universities to operate in competition with each other in markets, competing over both economic and social capital. This tendency is manifested in their priorities, activities, internal organisation, and management. Whilst there are various specific forms of academic capitalism (Jessop, 2018), as an overarching theory it provides a framework which enables universities to be considered as strategic actors, rather than passive organizational units (Münch, 2014).

Through this lens, universities (like all capitalist actors) seek to maximise the utilization of
their resources to remain competitive against one another in a variety of zero-sum ‘markets’ including student recruitment, research funding, national research evaluation exercises, and national and global university rankings (Collini, 2012). Primary among a university’s resources is its academic labour, which it attempts to “steer” towards its own goals through its internal management policies (Rees, 2015), and find innovative ways of organizing to improve its (economic) efficiency, for example through the use of fixed-term or part-time contracts (Macfarlane, 2011).

The strategic deployment of academic labour is not necessarily exploitative, and managerialist organization in universities is increasingly tolerated and accepted by academics (Kolsaker, 2008). However, increased oversight and capitalist logic is also seen to enable normalizing exploitative practices when financial considerations are prioritized over traditional academic professional values (Vican et al., 2020). This is epitomized by the finding that the majority of casualized academic staff are required to work more hours than which they are paid for in order to complete the work required in their contract (i.e., marking essays to a suitable academic standard; University & College Union, 2019). Universities are not purely capitalists and have many competing interests, and the drivers of these interests are dynamic and set by the broader economic and political conditions from which they are created. Often, a university’s specific goals are congruous with the metrics and conditions tied to these drivers, for example the criteria used to judge research excellence in national research evaluation exercises. Changes to these metrics subsequently influence the university’s strategic plans, leading to the re-allocation of resources and new instructions to academics. The work by open research advocates to change these drivers to reward openness - such as funder mandates for open data (Hefce et al., 2016), or changes to university ranking criteria (Pagliaro, 2021) - are therefore some of the most powerful tools for system-wide adoption of open research practices.

However, efforts to change a university’s strategic priorities to support open research do nothing to alter the underlying capitalist framework, and so do not tackle the issues of working conditions raised in this article. Academic labour can also potentially be exploited to serve the interests of open research: the competitive pressures of “publish or perish” can easily become “publish open research or perish”. Indeed, any changes to working practices or expectations can provide perfect cover (intentionally or not) for increased exploitation (Hostler, 2022). To understand how the promotion of open research can lead to negative changes in working conditions, a closer look at how academic labour is currently organized is required.

The Workload Model
An academic’s job typically consists of a large number of activities in addition to research. A comprehensive analysis of an academic’s typical work over a three-month period is provided by Miller (2019), covering five main areas of teaching, research, administration, community service, and ‘other’. Whilst academics have responsibility for organising when they perform each of these duties, universities are increasingly using managerial practices to assign the range and volume of the tasks themselves (Kenny & Fluck, 2022), in the form of a “workload model”: a system for “projectifying” time into limited, measurable slots that can be allocated to different activities (Dollinger, 2020). Workload models are typically based on an annual measure of time that is allocated across different activities, forming a “split” of work across a year. For example, 40% of time dedicated to research, 40% to teaching and 20% to administration. Certain components of workload models are due to regulatory requirements (Kernohan, 2019), but they are also a useful tool for a capitalist university seeking to understand and maximise the efficiency of the deployment of its human resources. The use of such models is divisive. Some academics view them as a threat to their autonomy (Boncori et al., 2020), and whilst they may for some represent a level of protection against being given too many tasks, many others view them as a mechanism for universities to demand unrealistic levels of work from academics by underestimating the time taken for different activities (Papadopoulos, 2017). There is also a general acknowledgement that workload models are not comprehensive and that a significant proportion of the actual work that academics do is
unaccounted for (Kenny & Fluck, 2019; Miller, 2019).

Whilst the time spent on different activities is allocated via workload models, academic performance is typically assessed via departmental or individual targets for outcomes or outputs of academic work. These outcomes are often cascaded from university-level metrics, for example, the number of papers published and in which journals, and the amount of research funding accrued. For researchers employed on temporary contracts, these are targets that are required to secure the next job and “survive” in academia (Anderson et al., 2007). The discrepancy between the time available to work on different academic activities and the expectations of performance is a key driver of stress and discontent. Many academics already feel that their workloads are at “untenable” levels and that additional time is needed to meet expectations, leading to burnout (Beatson et al., 2021). Within this context, expectations to perform additional duties to conduct open research, whether from formal mandates by funders or universities, or informal social expectations to remain competitive, have the potential to make things worse if insufﬁciently accounted for (made ‘invisible’) in a workload model. Unfortunately, historical trends suggest that open research practices will not be accounted for in workloads, as I explain below.

Workload Creep

One likely way in which open research may be insufﬁciently accounted for is via its inclusion in “workload creep”. This phenomenon exploits the fact that workload models do not provide a granular breakdown of activities, meaning that expectations around what should be achieved in a given time can be subtly changed without a corresponding change in the amount of hours dedicated to a task (Long et al., 2020). This is particularly common in the case of research, where changes to research expectations (in terms of quantity or quality of outputs) may be raised without extra time or resources made available. In the case of open research, there is a high potential for expectations to engage in open research to become widespread, but without additional time on academics’ workloads dedicated to the activity. These expectations may originate either from employer’s performance standards, for example requiring evidence of open research in hiring and promotion criteria (Gärtner et al., 2022; Robson et al., 2021), or from mandates for openness from funders, journals, or legislation (Nosek, 2019).

The broader discourse around academic workload acknowledges the reality of workload creep. Advice to early career academics is to simply learn how to “say no” to requests to perform additional work (Somerville, 2021), or to ask a manager “what would you like me to stop doing?” (Williams, 2022). However, it is difficult to apply either of these approaches to changes to research expectations. It is unlikely that open research practices will be explicitly requested by an individual such as a manager to whom one can say “no”: academics will either be encouraged or mandated to adopt them by anonymous university or journal policies, which are difﬁcult to contest, or they will do so out of their own volition to remain competitively employable. This then hampers bargaining power in discussions with managers about workloads, making it difﬁcult to secure changes in workload models to accommodate the additional time required.

The issue of workload creep can already be seen in the open research practice of ‘open access’, where funded research outputs are mandated to be made publicly available, requiring additional work by academics to understand and comply with these requirements (Research Consulting, 2014). However, this additional work is not reﬂected in workloads in terms of an increase in the number of hours per year given for research (which in ‘full capacity’ workloads would require other tasks to be removed), or in changes to performance expectations of an explicit decrease in the number of publications expected per year. Complying with an open access requirement may only take about 30 minutes (Reimer, 2014), but conducting other open research practices (such as sharing materials, data, code, or preregistrations) would confer a much more signiﬁcant time burden if expected or mandated in the same way. In the next section I provide several examples of how open research practices may lead to a signiﬁcant increased time burden.

Additional Workload of Open Research

There are numerous open research practices,
the benefits of which are discussed in detail elsewhere (e.g. Munafò et al., 2017; Nosek et al., 2018) and not all need be applied to every piece of research. However, adopting any new practice typically involves making changes to a researchers’ existing practices, bringing additional workload. This includes time spent learning and applying ‘open’ practices, the cumulative workload of novel administrative work, and the indirect labour of teaching and mentoring open research. These are explained in turn below:

**Workload of Specific Open Practices**

**Preregistration**

Preregistration involves providing a detailed explanation of a researcher’s planned data collection procedure, hypotheses, and analysis plan, so that researcher degrees of freedom in analysis decisions can be observed. However, in order for a preregistration to achieve this functionality, it must be “precise”, “specific” and “exhaustive” (Bakker et al., 2020). This involves communicating plans in a substantially greater level of detail than required in traditional research administration (e.g., for the purposes of ethical review, grant applications), as multiple alternative analysis strategies need to be considered and explained (including what will not be done) depending on different data collection outcomes including outliers, missing data, and violation of statistical assumptions (Bakker et al., 2020). The checklist by Wicherts et al. (2016) presents 34 different degrees of freedom that researchers should define in advance in a preregistration to prevent p-hacking. For the majority of researchers, following such a checklist represents an increase in the explicit planning needed for a research project, where many of their decisions will be based on implicit assumptions. It takes additional time to explicitly articulate these plans and decisions, especially in a form that is understandable to people unfamiliar with the project. The suggestion that a preregistration should typically take only “30–60 minutes” (Aguinis et al., 2020) is likely to be an inaccurate generalization, depending on the type and complexity of the research and the experience of the researcher, although the time taken should decrease with practice (Nosek et al., 2019).

**Data Sharing**

Data sharing is an open research practice that takes significantly more effort compared to a traditional closed approach; insofar as a closed approach takes no effort at all, involving simply ignoring or rebuffing sharing requests (Gabelica et al., 2022). In contrast, done properly and in line with the principles of Findable, Accessible, Interoperable, Reusable (FAIR; Wilkinson et al., 2016), data sharing takes a considerable amount of time. First, data must be properly anonymized in order to be shared ethically, a process that is particularly difficult for qualitative data such as interviews (Saunders et al., 2015), legal documents (Csányi et al., 2021), and unstructured, high-dimensional data such as audio and video recordings (Weitzenboeck et al., 2022). Second, data should be findable, which means taking time to access and use an appropriate data repository, make sure settings are correct to comply with ethical restrictions, and that sufficient meta-data is provided. Finally, to be accessible, interoperable, and reusable, data must be organized and labelled to community standards and formatted and described in such a way as to be understandable to others who are not familiar with how it was collected or processed. These tasks may represent time-consuming departures from how a researcher typically organizes data for their own use.

**Analysis Code**

Open code refers to sharing the analysis code used to produce the output found in the final report from the research data. This is an open practice that may be unfamiliar to some researchers, especially those who use graphical user interface (GUI) programs such as SPSS where viewing and understanding the underlying code is not necessary to analyse data. Compiling and sharing analysis code may therefore require training and the acquisition of new skills to be able to do this adequately, if a researcher is not experienced in doing this. Some researchers argue that using proprietary programs such as SPSS is not ideal for open research, since it takes more effort for those without access to these programs to utilize and interpret the code (Obels et al., 2020). This may encourage researchers to utilise open source
alternative programs, such as JASP or R, where sharing code is significantly easier, although this in itself involves the development of new software skills and workflows. As with data, the shared code also needs to be written or annotated in such a way to ensure usability for other researchers (Obels et al., 2020), which takes extra time compared to writing code for one's own use, which may use idiosyncratic shorthand.

Openness Agreements & Administration

In complex projects, additional administration is often required to facilitate the use of open research practices. This is particularly true in research with a large number of collaborators. Here, legal documents may be required to certify sharing agreements for data, materials, or outputs, particularly in cases where different elements of a project have different levels of openness across different time frames. For example, in cases where separable elements of a piece of software may be “owned” by different parties in a collaboration (Levin & Leonelli, 2017) or where industry collaboration requires delaying the timing of release of results or materials to maintain a competitive edge (Fernández Pinto, 2020). With the increasing size of research teams and complexity of projects, such agreements become lengthier and take additional time to complete and get approval from all parties. Additional administration (compared to closed research) may also come in the form of recording contributions to research projects (e.g. CREDIT taxonomy; Holcombe, 2019) or providing meta-data about open research practices in the form of transparency statements or checklists (Aczel et al., 2020). Administration has a particularly close relationship with workload creep, and below I explain how the theory of administrative burden can further illuminate how the process of integrating minor administrative tasks into existing workflows can exacerbate the time burden of open research.

Administrative Burden

Whilst preparing a large set of audio-visual data to FAIR sharing standards may be a significant technical undertaking, many open research practices may be viewed as essentially administrative tasks involving documenting information about a piece of research. This includes writing preregistrations, data sharing documentation, and statements about the openness (or not) of open practices for different elements of a project. The theory of “administrative burden” (Bozeman, 1993) can be used to explore how in many cases the additional time spent completing these tasks is unnecessary and unnoticed in workload estimates. Administrative burden theory acknowledges that all administration represents a time burden, but that in many cases it represents unnecessary “red tape” when it does not help to fulfill a regulation’s functional objectives. An example of unnecessary research administration might be an ethics form that asks a researcher whether they are using radioactive materials, despite the fact that due to their discipline (e.g. psychology), the answer should be obvious (Bozeman & Youtie, 2020). In the case of open research, red tape may involve requirements to write transparency statements or complete checklists about the availability of data or materials where none exist (e.g. review papers), or explain the (non)existence of preregistrations for research in which this practice is not required or its use contested (e.g. exploratory or qualitative research).

Red tape can also be seen in the case of “rule redundancy” (Bozeman & Jung, 2017) resulting from bureaucratic overlap, where administration such as explanations of data sharing arrangements is duplicated across platforms (e.g. for funding applications, ethics applications, and journal requirements), but often with different specifications. Another example of rule redundancy is with preregistrations, documents which may closely mirror elements of existing research administration, such as research protocols required for ethical review. Whilst the existence of a protocol may make completing a separate preregistration easier (or vice-versa), functionally the duplication of the information may be unnecessary if one document could potentially serve both purposes, yet generates extra workload when the different formats of each document requires time to adapt the content to move information between the two.

Administrative burden is often exacerbated when technology is used to remotely facilitate administration and therefore lacks the nuance to accurately capture the reality of a particular context. Dialogue with the technology provider...
is then required to resolve discrepancies, inconspicuously increasing time burden. For example, platforms or infrastructure to facilitate open practices such as preregistration or sharing data or materials may be unclearly worded or not fit for purpose for particular kinds of research or data (e.g. Borgerud & Borglund, 2020; Rhys Evans et al., 2021). This is particularly the case in disciplines such as the humanities, where what constitutes “data” or even “research outputs” may be unusual (including physical objects). The widespread adoption of the ethical norms and terminology from positivist biomedical research in the ethical review process is inappropriate for much social science research and a historical example of creating extra administrative burden for certain groups of scholars (Schneider, 2015). This foreshadows the potential for open research practices such as preregistration, developed from a similarly narrow statistical perspective (Nosek et al., 2018), to also be misapplied to other areas of research if administered remotely. Increased administrative burden also occurs when existing technology and systems in the research ecosystem fail to keep pace with developments and trends in research resulting from greater openness. This issue can already be seen in archaic manuscript submission systems which do not accommodate the hundreds of authors found on “big team science” projects enabled by the use of open research practices, requiring significant additional time spent doing administration (Forscher et al., 2022). The scope for the multitude of open research requirements and applications to novel forms of research to outpace existing technology means that such examples are likely to become more common.

The growth of administrative burden has two facets that make it difficult to combat. The first is that administration can often be convincingly defended on the basis that it collects data that has potential utility or that it is necessary to assure compliance with regulations or mandates. However, whether all the data collected from research administration is strictly necessary or ever actually used is contested (O’Leary et al., 2013), and as many open research practices and associated administration are not yet widely adopted there is a lack of evidence on the actual benefits (e.g., of transparency statements) to consider against potential or actual time costs. There are strong arguments that existing research administration is already excessive and prohibitive, particularly for certain types of research such as clinical trials (D. J. Stewart et al., 2015). Some estimates put the amount of time allocated to research that is spent on administration at 42% (Rockwell, 2009) and there is evidence that researchers already employ “workarounds” or exhibit non-compliance to reduce this burden (Bozeman et al., 2021). More fundamentally, it has been argued that research administration is an ineffective way to ensure compliance with regulations (Schneider, 2015), as it can easily be falsified (e.g., claiming data is available when it is not; Gabelica et al., 2022).

The second issue is that administrative burden is a cumulative problem. The time cost of any one individual instance of administration can easily be dismissed as trivial: it might take only ten minutes to complete a transparency checklist. In the context of a workload model measuring time annually, this represents <.01% of a researcher’s time. However, cumulatively, such administration adds up. In addition to a checklist about methodological transparency (Aczel et al., 2020), a researcher may also be compelled to complete an ethics transparency checklist (Henry et al., 2018), a financial conflict of interest checklist (Rochon et al., 2010), a patient and public involvement checklist (Staniszewska et al., 2017), and/or a clinical practice guidelines checklist (Cruz Rivera et al., 2020). When considered in the wider context of an all-round academic job, potential sources of administration multiply even further. Administration is increasing in universities across all elements of an academic role (Hogan, 2011), all of which compete for importance and time. Minor administrative tasks are constantly introduced to collect data relating to pedagogy, supervision, equality and diversity, technology enhanced learning, financial auditing, health and safety, data protection compliance, employment law, and so on. The cumulative impact of ‘trivial’ pieces of administration has been described as “death by a thousand 10-minute tasks” (Bozeman et al., 2021). However, it is only the academic themself that sees the impact of this burden as it is they who need to devote time to completing all of these tasks. The full picture of administrative burden is therefore difficult to detect as it is only visi-
ble when considered holistically, a perspective that meta-research and other siloed analyses of individual aspects of academic work often overlook.

Fostering Open Research: Teaching and Supervision

A final way in which open research invisibly adds to workload is through the expectation that academics not only engage in open research themselves but teach and mentor open research practices to junior colleagues, and graduate and undergraduate students. This can be through direct reforms to teaching materials and curriculums, but also through supervision and informal mentoring. Understanding the why and how-to of open research reforms is a big task that necessarily requires knowledge of the philosophy, history, and sociology of science, as well as the practical data science and technological skills discussed previously (Cruwell et al., 2019). Therefore, instructing graduate and undergraduate students on such topics may require significant reform of existing teaching and supervision practices, which have been described as “largely outdated” (Azevedo et al., 2022). The issue of updating existing curricula with new knowledge is not one that is unique to research methods, and workloads typically include time to update and rewrite teaching content (although this is often already underestimated). Resources have been developed and shared to reduce this burden (e.g., lesson plans Pownall et al., 2021), however, the “revolutionary” changes that open research reforms represent (Spellman, 2015) still make this task considerable and time consuming. Major changes such as shifting to teaching reproducible analysis software like R may require significant investments in staff training (e.g. Barr et al., 2019), again a time sink that is rarely captured in workload models. These issues also apply to the informal mentoring of colleagues and PhD students, work that is typically already neglected in workload models and falls disproportionately on structurally disadvantaged staff (Gordon et al., 2022). Adding in mentoring of open research skills and knowledge to existing supervision of how to navigate academia and research methods again represents additional activities that are practically time consuming, but that are not reflected in workload models.

Discussion

The root of the issue of workload models is that as models, they are by definition “simulations of measurement” of academic work rather than accurate records of real-world labour, but their use precedes the reality in discussions and expectations of the work of academics (Papadopoulos, 2017). By erroneously “measuring” the reality of the time it takes to perform certain activities or ignoring others entirely, expectations of academic work are unrealistic, yet from a managerial perspective, justified. Open research practices represent a novel type of academic labour with high potential to be mis-measured or made invisible by workload models, raising expectations to even more unrealistic levels.

The actual additional workload of open research is highly dependent on the type of research and the specific practices adopted. Whilst the time burden of tasks such as data sharing or teaching open research may be clear and significant, others such as administration, checklists, or preregistration may be deceptively trivial. However, such trivial tasks can easily add up and multiply, and are thus much more likely to ‘creep’ into workloads undetected. Taken together, the additional workload required for openness could therefore easily consume any time “saved” by efficiency gains from open workflows (Lowndes et al., 2017).

The benefits of open research practices have been widely discussed (Munafò et al., 2017), and generally speaking researchers have positive attitudes towards adopting open research practices, finding them worthwhile (Eynden et al., 2016; Lowndes et al., 2017), and recommending their use to others (Sarafoglou et al., 2022). However, high time cost is repeatedly identified as one of the main barriers to the adoption of open practices (Eynden et al., 2016; Gownaris et al., 2022; Tenopir et al., 2011) and time is the main thing that researchers lack, with workloads at capacity across the sector, having already reached “untenable” levels (Long et al., 2020; Papadopoulos, 2017). Historically, institutions have responded to increases in workload and administration by implementing managerial practices such as workload models that aim to increase efficiency by raising expectations of what researchers

should achieve in their existing available time. This has led to endemic levels of stress and mental health issues across academia, with unrealistic expectations and excessive workload cited as the primary causes (Nicholls et al., 2022; Urbina-Garcia, 2020).

Without intervention, there is currently no reason to expect that the additional workload required by open research practices will not follow the same pattern of being integrated into existing workloads without a sufficient increase in time available, and thus exacerbate the crisis. The theory of academic capitalism suggests that the responsibility for addressing potential discrepancies between modelled and actual workload will not be taken up voluntarily by university management, who may at best ignore such issues, or at worse tacitly approve of them as a form of capitalist efficiency (Lyons & Ingersoll, 2010). In other words, if university management can choose not to incorporate open research into workload models, then they won’t.

Acknowledging the implications of operating in a capitalist academic system presents a dilemma for open research advocates looking to improve the quality of research without exacerbating existing issues with working conditions. Fairly integrating expectations and incentives to conduct open research into a system which already exploits academic labour is a difficult task, and good intentions on a systematic level can have perverse individual outcomes. On a systematic level it is certainly a desirable outcome if open research is rewarded, thus helping to position responsible researchers into long-term careers and raising the quality of research across the board. But on an individual level it is not a desirable outcome for a researcher already working at maximum capacity and at risk of burnout to be expected to perform extra tasks in order to be able to achieve or retain secure employment. Both of these outcomes can co-occur and uncritical progress towards the former may inadvertently trigger the latter. This duality has implications for both the responsibility of individuals and the design of systems in promoting open research, which I explain below.

Implications for Individuals

First, proponents of open research reforms must acknowledge how the extra work of conducting open research may be practically accommodated in a researcher’s existing workload. Although some have attempted to do this (e.g. Robson et al., 2021), elsewhere the issue is neglected or downplayed. Suggestions that concerns about the workload of open research are an example of a “myth” (Bastiaansen, 2019) or a “misconception” that can be corrected by “positive advocacy” (Hagger, 2022) are unhelpful to having honest conversations about the practical negative consequences of conducting open research. Claims that open practices such as sharing resources reduce workload (Grahe et al., 2020) only reflect the perspective of those utilising shared resources, and not those involved in doing the sharing. Efficiency gains from open research which nominally “save time” (Lowndes et al., 2017) may be inconsequential if open research also results in increased expectations of open outputs in the form of workload creep.

Second, open research advocates should not promote open research practices uncritically. Despite the benefits, all open research practices have an accompanying cost of time, which is a rare and increasingly depleted resource. Even trivial administrative tasks can have a cumulative impact. Whilst it may not be possible to accurately predict potential time costs and benefits in advance of proposing or promoting a new open research initiative, rigorous meta-research should be planned and conducted to evaluate the actual benefits and costs of open research practices. For example, research has investigated the impact of preregistrations on researcher workflow (Sarafoglou et al., 2022). If a practice is shown to have minimal actual benefit (e.g., if transparency statements go largely unread, or preregistrations fail to prevent researcher bias) then their continued promotion should be re-evaluated or discontinued.

Third, open research advocates, particularly those with influence in universities, should engage more directly with issues of academic labour (Callard, 2022; Hostler, 2022). When promoting open research reforms in universities or conducting open practices themselves they should advocate not only for investments in open research infrastructure and training but to receive extra time in workload allocations to acknowledge the additional burden of
open research. Advocates writing about issues of systems and incentives should familiarize themselves with literature on academic capitalism (Jessop, 2018) and issues of workload modelling (Papadopoulos, 2017) and acknowledge and address the implications of policy suggestions on workload. They should listen to and support workers’ rights groups and trade unions in academia and take a broader interest in how changes to research infrastructure and practice can have negative effects on labour conditions, and take a more holistic view of researchers as part of an increasingly troubled and discontented higher education sector.

Implications for Systems

One proposed solution to the issue of the extra work required for open research is a move to team-based research, and the use of specialists to support academics with open research requirements (A. J. Stewart et al., 2021). It is a sensible suggestion and one that is likely to be amenable to institutions as it dovetails with many aspects of the ‘post-academic’ reorganization of research in universities (Ziman, 2000). In several places it has already been implemented, with an increase in university research professionals and support services to help with open research practices (Carter et al., 2019), which can directly reduce workload for academics. However, it is a long-term solution, and the availability of such specialist support is not yet consistent across the sector (S. L. K. Stewart et al., 2022). There is also much work to be done to fairly embed such roles in the infrastructure of university research and to ensure such specialist labour is not exploitative itself, and is appropriately funded and rewarded (Bennett et al., 2022).

Where institutions do implement policies and mandates for current academics to practice open research, these should be designed to minimize unnecessary “red tape” in the form of administration that does not aid the reform’s functional objectives. This requires a clear understanding and explanation of what the functional objective of the reform actually is, which itself requires evaluating the reforms’ axiological position and benefits (Uygun Tunç et al., 2022). For many reforms (e.g., preregistration or data sharing for certain types or programs of research), such arguments may be contested (e.g., Szollosi et al., 2020), making suggestions that preregistration should be mandatory for publication (Aguinis et al., 2020) a clear example of potential ‘red tape’. Designing systems to minimize red tape is not an easy task, as both standardization (which does not accommodate non-standard research), as well as diversity (which can result in inconsistent and confusing nomenclature) can be potential sources of administrative burden. In addition, systems should aim to minimize rule redundancy, for example by replacing research protocols with preregistration documents during ethical review, to avoid unnecessary duplication of similar documents for different purposes. Policies and interventions should also carefully consider whether administration for the purposes of generating (meta)data about (open) research activities is justified, which whilst potentially useful for a number of reasons, may not be worth the cost of the added burden.

If institutions decide to devote funding and resources to support open research, then these should where possible be directed to activities and interventions which practically reduce the time-burden of conducting open research. This includes using funding to provide dedicated workload hours for open research practices, as well as reevaluating research performance targets to acknowledge that conducting open research may take significantly longer. Any changes to workload or research expectations should be developed and implemented in consultation with academic staff, made fully transparent, and be flexible and under continuous review (Kenny & Fluck, 2022). Training and guidance for open research should be as targeted as possible (i.e., disciplinary and methodologically specific) to reduce the time-burden on researchers for interpreting and applying such guidance to their own projects. Grassroots open science communities have an important role in developing and delivering such training and mentoring in an accessible way (Armeni et al., 2021), although those involved in fostering these communities should also be appropriately workloaded and resourced for these tasks by their institutions.

The broader systems within which universities operate and compete should also be considered in the promotion of open research. Universities respond to market drivers; if a funder requires research data to be made open,
then an astute university will invest in infrastructure to support researchers to do this to ensure continued access to the funding. If university rankings rewarded open research, a competitive university would try to ensure its research outputs performed well on these metrics. By this logic, if funders and rankers valued or mandated fair workloads and working conditions for academics as a condition of eligibility, universities would be inclined to adapt to remain competitive in this new environment.

Finally, it should be remembered that universities are complex, multifaceted, organizations and not solely capitalist actors. They have many competing and sometimes conflicting interests, which can ebb and flow depending on the current climate and conditions. Nevertheless, they are nearly always strategic, and direct intervention is often required by those advocating for change to highlight the benefits of one particular priority (e.g., staff wellbeing) over the costs of another (time spent on open research). This has implications for the way in which initiatives relating to promoting open research are designed, described, and advocated for.

I Conclusion

The uncritical promotion of expectations to conduct open research within a framework of academic capitalism may inadvertently increase workload for researchers at a time when demands on time are already excessive and academics are struggling to cope. It is neither the specific role nor within the capability of open research advocates to tackle the root causes of workload issues, but they must be aware of the potential implications of their calls for systemic changes in incentives for open research. Understanding how academic labour is organized and viewing universities through the lens of academic capitalism can help open research advocates to promote open research practices in responsible and sustainable ways.
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Reflections on Preregistration: Core Criteria, Badges, Complementary Workflows

Robert T. Thibault1,2,3, Charlotte R. Pennington4, Marcus R. Munafò1,2,3

Clinical trials are routinely preregistered. In psychology and the social sciences, however, only a small percentage of studies are preregistered, and those preregistrations often contain ambiguities. As advocates strive for broader uptake and effective use of preregistration, they can benefit from drawing on the experience of preregistration in clinical trials and adapting some of those successes to the psychology and social sciences context. We recommend that individuals and organizations who promote preregistration: (1) Establish core preregistration criteria required to consider a preregistration complete; (2) Award preregistered badges only to articles that meet the badge criteria; and (3) Leverage complementary workflows that provide a similar function as preregistration.

Keywords badges, blind data analysis, Open Science, prospective registration, preregistration

1Clinical trials research uses the term prospective registration, whereas other disciplines (including psychology and the social sciences) use the term preregistration. Prospective registration of clinical trials differs from preregistration of research in other disciplines in terms of its history, the functions it was designed to serve, and implementation details (e.g., clinical trial registries do not include sections specifically dedicated to hypotheses or analysis plans) (explanation adapted from: TARG Meta-Research Group & Collaborators, 2022). To streamline the reading of this commentary, we use the term preregistration for both clinical trials and other disciplines.

2Randomly sampled publications from the years 2014-2017 found that 1-5% (95% confidence intervals) of studies in the social sciences were preregistered (Hardwicke et al., 2020; Hardwicke et al., 2021). Another study found that 5% of over 90,000 articles in political science and international relations published from 2010-2021 were preregistered, but that 16% were preregistered in 2021 (Scoggin & Roberts, 2023). Other sources also indicate an increase in the prevalence of preregistration since Hardwicke et al.’s 2014-2017 sample. For example, there were 12,000 OSF preregistrations from 2012-2017 (Nosek & Lindsay, 2018), but over 100,000 across a similar time period from 2018 to January 2023. Some of these preregistrations, however, may be duplicates (e.g., to update a preregistration, the OSF instructs users to create a new preregistration). The prevalence of preregistration in psychology and the social sciences likely remains far below that of clinical trials research.

3For example, 92% of UK clinical trials submitting a final report to the NHS Health Research Authority in Sep 2021 to Sep 2022 are registered in a publicly accessible database (NHS Health Research Authority, 2021); 75% of German clinical trials that were registered in 2017 were done so prospectively (BIH QUEST, 2023), and 71% of clinical trials published in PubMed-indexed journals in 2018 were registered, although only 42% were registered before the study began (i.e., preregistered) (Al-Durra et al., 2020). As of March 2023, for clinical trials that were completed over 12 months ago, 76% of those covered under the Food and Drug Administration Amendments Act and 84% of those posted on the European Union Clinical Trials Reg-
We propose three actions for the research community to consider to improve the function of preregistration in psychology and the social sciences (see Table 1 & Box 1). These proposals stem from insights developed while conducting research on preregistration across disciplines, including meta-analyses of discrepancies between preregistrations and published manuscripts (TARG Meta-Research Group & Collaborators, 2021) and a feasibility study of a peer review intervention to address these discrepancies before publication (TARG Meta-Research Group & Collaborators, 2022). We discuss the function of preregistration in terms of reducing bias and making risk of bias transparent (as outlined in Hardwicke & Wagenmakers, 2023), as well as the auxiliary benefit of improved research quality.5 Our proposals are by no means exhaustive; more comprehensive overviews of preregistration are available elsewhere (e.g., Hardwicke & Wagenmakers, 2023; DeVito, 2022).

We propose that advocates for preregistration consider to:

1. Establish core preregistration criteria (i.e., a minimum amount of information required to consider a preregistration complete—as the World Health Organization’s International Clinical Trials Registry Platform has done for clinical trial registration).
2. Award preregistered badges only to articles that meet the badge criteria (of which few currently do).
3. Leverage complementary workflows that provide a similar function as preregistration (e.g., blinded data analysis to minimize data-dependent analytical decisions).

1. Establish core preregistration criteria

For clinical trials to be considered fully registered, they must provide information regarding 24 specific items, known as the Trial Registration Data Set (World Health Organization, 2017). Although these 24 items do not include a detailed analysis plan, they set a minimal standard that organizations such as the International Committee of Medical Journal Editors can promote (ICMJE, 2022; ICMJE, 2023). This itemized standard laid the foundation for regulations and institutional infrastructure, which in turn drove the widespread uptake of preregistration in clinical trials.6 It allows for transparent updating of preregistrations and makes comparisons between preregistrations and publications relatively easy (see Figure 1). The structure is sufficiently clear-cut, such that the Health Research Authority in the UK now uses information from ethics applications to register trials on behalf of clinical trialists (NHS Health Research Authority, 2021). These researchers can go beyond the minimum 24 items, add as many details as they would like to the registration, and append a study protocol.7

In contrast to clinical trial registrations which include discrete items followed by short responses (e.g., primary outcome; sample size), preregistration templates in psychology and the social sciences often include broad headers followed by blocks of text (e.g., hypotheses, analysis plan—see Figure 1).8 Single hypotheses can contain multiple elements that would be better divided into several distinct hypotheses. Preregistrations sometimes list several variables and analyses but provide a sample size calculation for only one analysis. Within a preregistration, aligning a single hypothesis

---

6For example, in 2005, the International Committee of Medical Journal Editors (ICMJE) made preregistration a necessary condition for consideration for publication (De Angelis et al., 2004). Clinical trial registration rates quadrupled in 2005 and thousands of journals now claim to follow this policy (ICMJE, 2023).

7Notably, clinical trial preregistration is not a panacea. Some trials are never preregistered; among those that are, about one-third publish at least one different primary outcome than what was preregistered, and about two-thirds publish at least one different secondary outcome than what was preregistered (TARG Meta-Research Group & Collaborators, 2021). While some researchers challenge the usefulness of clinical trial preregistration based on this situation (e.g., Lash, 2022; Abrams et al., 2020), it is trial preregistration that allows us to identify this risk of bias. Without preregistration, we would not be able to quantify the level of selective reporting or publication bias. Moreover, preregistering protocols—which include statistical analysis plans—remains rare in biomedicine broadly (Serghiou et al., 2021).

8Granted, the scope of preregistration must be expanded to capture the breadth of study designs used in psychology and the social sciences, as compared to the more limited design options used in clinical trials.
Table 1  Problems and proposed solutions for preregistration in psychology and the social sciences.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Proposed solutions*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Low uptake of preregistration</td>
<td>A. Establish core preregistration criteria</td>
</tr>
<tr>
<td>2. Imprecise and ambiguous preregistrations</td>
<td>B. Award preregistered badges only to articles that meet the badge criteria</td>
</tr>
<tr>
<td>3. Poor alignment between preregistrations</td>
<td>C. Leverage complementary workflows that provide a similar function as preregistration</td>
</tr>
<tr>
<td>and manuscripts</td>
<td></td>
</tr>
</tbody>
</table>

1. Preregistration provides additional benefits once a substantial proportion of studies are preregistered—such as facilitating evidence synthesis and reducing duplication.
2. Imprecise language and ambiguities in preregistrations leave them open to various interpretations, and in turn, limit their ability to reduce bias and transparently communicate study plans.
3. Poor alignment between preregistrations and manuscripts—both in terms of the overall structure of the documents as well as the specific content—make it difficult to compare the texts to assess risk of bias.

The solutions we propose are partial solutions in the sense that they remain unlikely to fully solve shortcomings in preregistration. They can be implemented individually or alongside other efforts.

*We itemize the problems with numbers and the proposed solutions with letters to indicate that they are not aligned in a one-to-one manner; each proposed solution could impact each of the three problems to different extents.

to its outcome measure and analysis can be far from trivial. Matching these to text in the manuscript presents an additional challenge. Thus, the less structured information provided in many psychology preregistrations can obscure a reader’s understanding of what the researchers planned to do and whether they did it.9,10

Given the low prevalence of preregistration in psychology and social sciences research (Hardwicke et al., 2020; Hardwicke et al., 2021; Scoggins & Robertson, 2023), alongside the difficulty of comparing preregistered study details to published study reports (TARG Meta-Research Group & Collaborators, 2022; van den Akker et al., 2022) we argue that establishing core preregistration criteria would complement ongoing initiatives that strive for ideal practice.11

Efforts have been made to create standard preregistration templates in psychological science (e.g., Open Science Framework, AsPredicted), but these can vary substantially, and there is no broad agreement regarding the details they must include. In an attempt toward standardization, a Preregistration Task Force consisting of the American Psychological Association (APA), the British Psychological Society (BPS), and the German Psychological Society (DGP), supported by the Center for Open Science (COS) and the Leibniz Institute for Psychology, developed a consensus template12 for the preregistration of quantitative psychology re-

9We have no qualms when researchers deviate from a preregistration, so long as they disclose the deviation when reporting results. In many cases, deviations are entirely justifiable and can be necessary to improve a study design or analysis.
10One complication for preregistration in psychology and the social sciences, as compared to clinical trials, is that the spectrum of research questions ranges from highly exploratory to purely confirmatory. Some ambiguities in preregistrations may arise when researchers attempt to present exploratory research questions in a confirmatory format.
11Some researchers propose that publications of preregistered studies should include a section outlining deviations from the preregistration (e.g., Campbell et al., 2019). While we agree with these initiatives, sections on deviations will be difficult to interpret if preregistrations are highly ambiguous due to a lack of itemization.
12Although the authors use the terms consensus and consensus template throughout their manuscript, there is no description of the consensus process, which may not have been formalized.
Figure 1  Comparison of a clinical trial preregistration excerpt (left) to an OSF preregistration excerpt (right)*. The clinical trial preregistration excerpt demonstrates several features that the psychology and social sciences community could benefit from considering. These include: (1) The option for an itemized and tabular format; (2) Clear demarcation of the 24 items contained in the WHO Trial Registration Data Set, which is supported by the International Committee of Medical Journal Editors and demarcated with the superscript \textsuperscript{ICMJE}; (3) Clear demarcation of the primary outcome measure and time frame of assessment; (4) Easy identification of updates to the primary outcome measure (e.g., several time points were added); (5) Easy identification of core items that are not provided (e.g., secondary outcome measures); and (6) A link to a Change History log, which looks similar to a Microsoft Word document with track changes. The OSF has recently begun to provide a function allowing researchers to update their preregistration. The updated preregistration identifies sections that were updated (e.g., “Hypotheses”), but does not provide the track-changes style functionality that clinicaltrials.gov does. OSF preregistrations also often contain a statistical analysis plan whereas clinical trial preregistrations rarely do.

* These excerpts are copied from (Arnold & DeBeus, 2013) and (Berent, 2021). We selected the clinical trials registration because the lead author (RTT) was familiar with it, and it clearly depicts several benefits of clinical trial preregistrations in a relatively small screenshot. The OSF registration was selected by going to www.osf.io/registries and selecting Provider: “OSF Registries” and OSF Registration Type: “OSF Preregistration,” and then choosing a recent preregistration that depicts the text-block response format.

Comparable guidelines in clinical trials have been developed through formal consensus processes that involve diverse stakeholders, include a user-testing stage (i.e., piloting), and are widely used by researchers.\textsuperscript{15} These documents were designed to apply across clinical trials research, regardless of the specific disci-
Their structure is such that researchers can create extensions to the guidelines to target their specific disciplines more fully (e.g., traditional Chinese medicine: Zhang et al., 2020; pilot trials: Thabane et al., 2016). Core preregistration criteria could be developed through a similar process and designed to accommodate the diversity of study types in psychology and the social sciences. They could facilitate broad adoption of preregistration by setting a minimum standard that is relatively easy to achieve and a benchmark upon which publishers, funders, and institutions can develop regulations.

2. Award preregistered badges only to articles that meet the badge criteria

As of April 2023, the Center for Open Science website lists 80 journals that award badges to articles that claim to have used open science practices such as preregistration, open materials, and open data (www.cos.io/initiatives/badges). To receive a preregistered badge, a publication should have no undisclosed discrepancies from the preregistration (COS, 2023). And yet, two studies analyzing psychology publications with preregistered badges found that 89% of 27 articles contained at least one undisclosed discrepancy (Claesen et al., 2021) and 67% of 258 articles selectively reported at least one hypothesis (van den Akker et al., 2022). The organization that developed the badges—the Center for Open Science—describes two ways to award badges: author self-disclosure or peer review (COS, 2016).

Disclosure

Some journals, in their instructions for authors, state that they use the self-disclosure method to award badges (e.g., Psychological Science, Journal of Experimental Social Psychology), but the disclosure statement provided by the COS which these journals use does not align with the preregistered badge criteria. The four criteria for a preregistered badge are: “(1) A public date-time stamped registration is in an institutional registration system; (2) Registration pre-dates the intervention; (3) Registered design corresponds directly to reported design; and (4) Full disclosure of results in accordance with registered plan” (COS, 2023). However, the disclosure form used by these journals asks authors to complete five disclosure items (COS, 2016), none of which match the third and fourth badge criteria. Thus, authors can both truthfully complete the disclosure form and not meet the badge criteria. Even if the disclosure items were realigned to match the badge criteria, it remains unclear whether the proportion of badged papers that fully meet all criteria would rise in the absence of a verification mechanism.

Peer review

We are not aware of any journal that systematically peer reviews articles to ensure they meet the criteria for a preregistered badge. Moreover, based on our experience (TARG Meta-Research Group & Collaborators, 2022) and that of other researchers who have systematically examined publications awarded with a preregistered badge (Olmo van den Akker, personal communication, 2021; Aline Claesen, personal communication, 2019), we feel it is very difficult to confidently state that the “Registered design corresponds directly to reported design” or “Full disclosure of results in accordance with registered plan.” Indeed, one study found that researchers could only agree on the number of hypotheses present in 14% of preregistrations (Bakker et al., 2020). Another study with a strict operationalization of what constituted a hypothesis had 54% agreement between coders regarding the number of hypotheses (van den Akker et al., 2022). The lack of itemized core preregistration criteria alongside differences in the structure of preregistrations and manuscripts renders many comparisons ambiguous.

One could argue that the issues we present regarding inaccurate awards are outweighed by the benefit that badges may have on the uptake of preregistration. Indeed, the badge criteria were designed to represent a high aspirational standard, rather than setting a minimal bar. However, there is a possibility that badges in their current implementation have negative effects. Given that most articles awarded a
preregistered badge do not fully meet the criteria for earning that badge, awarding badges can create a false impression that rigorous research practices are being used and therefore lend undue trust to studies awarded a preregistered badge. This practice could also have downstream impacts on the trustworthiness of these types of initiatives more broadly.\(^{18}\)

Changing the criteria for the preregistered badge could be one way to make clearer what the badge signals. They could be revised, for example, to require only the existence of a permanent and public preregistration in a repository that provides a DOI, without requiring that the preregistration was followed. This criterion would be easy to audit\(^ {19}\) and achieves at least one main function that preregistration was designed to address—putting a timestamp on study plans to help demarcate confirmatory research (Nosek et al., 2018). An additional criterion could demand that the preregistration include all the items in an established core preregistration criteria, as outlined earlier in this commentary. Machine-readable preregistration statements could also be employed to facilitate automated compliance monitoring from funders or institutions. Based on the current badge criteria, a publication whose preregistration has almost no detail could earn a preregistered badge, whereas a publication with a very detailed preregistration and a minor discrepancy should not earn a badge.\(^ {20}\)

Taken together, current practices for awarding preregistered badges reward researchers even if their preregistration is of low quality and aligns poorly with the associated publication. We commend the development and testing of new initiatives; at the same time, we advocate for follow-up and evaluation to investigate whether they work as intended.

\(^{18}\)For example, as has happened for “data available upon request” statements, where over 90% of requests go unanswered or are declined (Gabelica et al., 2022).

\(^{19}\)Auditing could be conducted by any one of various stakeholders—for example, by the journals who reward the badges, the organization who developed them (COS), funders, researchers (e.g., similar to the FDAAA Trials Tracker DeVito et al., 2019), or institutions (e.g., similar to the Closed Design Assistant on Responsible Research).

\(^{20}\)Although in practice, badges appear to be awarded in both cases. When appropriately disclosed, we have no qualms with discrepancies.

3. Leverage complementary workflows that provide a similar function as preregistration

Preregistration can reduce bias, increase transparency, and may also improve research quality (Hardwicke & Wagenmakers, 2023; Sarafoglou, Kovacs, et al., 2022). However, there are no checks and balances to evaluate whether the study outlined in a preregistration is well designed or clearly described (except when using the Registered Reports format; see Chambers & Tzavella, 2022). Journal policies and peer review can improve the quality of reporting in relation to a preregistration, but they occur too late in the research pipeline to impact the study design or preregistration quality. Complementary research workflows could achieve some of the same functions as preregistration and may come with additional benefits (e.g., blind data analysis, Experimental Design Assistants, protocol peer review).\(^ {21}\)

For observational research, data management organizations could employ workflows that necessitate open research practices. For example, they could provide researchers with a synthetic dataset, which researchers could use to develop an analysis script. The researchers would then run their analysis in a Trusted Research Environment (TRE) where the results are output, the real data remains hidden, and the analysis is logged and made public (e.g., as done at OpenSAFELY.org). If a Trusted Research Environment is not available, data management organizations could simply provide the complete dataset after the researchers register their analysis script (e.g., as done in Sarafoglou, Hoogeveen, & Wagenmakers, 2022; and surveyed in Thibault et al., 2023). These workflows make executable analyses—as opposed to sometimes ambiguous blocks of text—publicly available, while also protecting researchers from making data-dependent analytical decisions. They also overcome arguments raised against preregistration for observational research, including that the data often already exist, knowledge of the data may be necessary to devise a reasonable analysis plan, and registration can inhibit exploration (Lash & Vandebroucke, 2012).

\(^{21}\)See Srivastava (2018) for a more in-depth discussion of various alternatives and complementary strategies to typical preregistration.
Researchers can execute a comparable workflow for experimental studies by writing an analysis script based on simulated data and preregistering it before beginning data collection. In other words, the preregistration would include a results section based on a simulated dataset and the numbers are simply updated after running the analysis on the real data.

Another research tool—the Experimental Design Assistant—can be employed in a similar manner. This web application, developed by The National Centre for the Replacement, Refinement and Reduction of Animals in Research (NC3Rs), uses a graphical interface to walk preclinical animal researchers through designing their experiment. Unlike preregistration, the EDA is an interactive tool that prompts users to input thorough information and gives warnings when the input fails to align. It then outputs a PDF which the NC3Rs encourages researchers to append to funding applications sent to their organization (NC3Rs, 2021). This tool holds the potential to simultaneously help researchers design effective experiments and reduce their workloads by using the PDF output as a component of a preregistration.

These examples hold the potential to increase the uptake of preregistration and improve the precision of preregistrations. They do so by embedding the research pipeline with a user-friendly workflow that documents precise study plans.

Box 1. Agents of change
Our three recommendations target the research community broadly and differ in their implementation pathways. Establishing core preregistration criteria would require coordination across various stakeholders including publishers, funders, institutions, learned societies, researchers, and other end-users of research findings. Such an initiative would take a concerted effort and could gain momentum through a grassroots push from researchers or a top-down mechanism from major funders. In contrast, any journal can improve their own use of preregistered badges, and the organization who created them—the Center for Open Science (COS)—holds the ability to redefine the badge criteria. As for our final recommendation, any individual research group, funder, data management organization, or other stakeholder can explore the use of complementary workflows. Highly successful workflows could then be adopted more widely.

Conclusion
In psychology and the social sciences, preregistrations can reduce bias and improve transparency. At the same time, they remain underused, can lack clarity, and are often difficult to compare directly with their associated publication. Current efforts to promote the uptake of preregistration (e.g., badges) and improve preregistration quality (e.g., the PRP-QUANT template) rely largely on the willingness and scrupulousness of research teams alone. We propose that the research community consider parallel initiatives to simplify and standardize preregistration (e.g., adopt itemized core preregistration criteria), and to leverage complementary workflows that necessitate open research practices.
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Rethinking Transparency and Rigor from a Qualitative Open Science Perspective

Crystal Steltenpohl, Hilary Lustick, Melanie S. Meyer, Lindsay E. Lee, Sondra M. Stegenga, Laurel Standiford Reyes, Rachel L. Renbarger

Discussions around transparency in open science focus primarily on sharing data, materials, and coding schemes, especially as these practices relate to reproducibility. This fairly quantitative perspective of transparency does not align with all scientific methodologies. Indeed, qualitative researchers also care deeply about how knowledge is produced, what factors influence the research process, and how to share this information. Explicating a researcher’s background and role allows researchers to consider their impact on the research process and interpretation of the data, thereby increasing both transparency and rigor. Researchers may engage in positionality and reflexivity in a variety of ways, and transparently sharing these steps allows readers to draw their own informed conclusions about the results and study as a whole. Imposing a limited, quantitatively-informed set of standards on all research can cause harm to researchers and the communities they work with if researchers are not careful in considering the impact of such standards. Our paper will argue the importance of avoiding strong defaults around transparency (e.g., always share data) and build upon previous work around qualitative open science. We explore how transparency in all aspects of our research can lend itself toward projecting and confirming the rigor of our work.

Keywords open science, transparency, rigor, qualitative, quantitative

The social sciences have been undergoing a credibility revolution, also known as the open science movement, within the last decade. This movement emphasizes greater transparency and openness through specific practices, such as preregistration and replication, and improving the quality and quantity of evidence used in making scientific claims (Vazire, 2018). The concepts of transparency and rigor are important to these conversations. Transparency can be defined as “the obligation to make data, analysis, methods, and interpretive choices underlying their claims visible in a way that allows others to evaluate them” (Moravcsik, 2019). Rigor can be defined as “the strict application of the scientific method to ensure unbiased and well-controlled experimental design, methodology, analysis, interpretation and reporting of results” (National Institutes of Health [NIH], n.d.). Within the open science movement, discussions around rigor and transparency have largely come from a positivist, quantitative perspective that focuses on the transparency of outputs, namely open data, open materials, open code, and open access to manuscripts (Hagger, 2019; Lyon, 2016; Powers & Hampton, 2019). For example, Fecher and Friesike (2014) describe five schools of open science which focus on (1) creating openly available platforms, tools, and services for scientists; (2) making science accessible for citizens; (3) developing alternative measures of impact; (4) making knowledge freely available for everyone; and (5) making the knowledge creation process more efficient. Notably, their description of open science does not explicitly discuss transparency regarding the decisions researchers make during the re-
search process. More inclusive definitions of open science have emerged over time (e.g., United Nations Educational, Scientific and Cultural Organization, 2021).

Indeed, much of the conversation around transparency in the open science movement has focused on standardizing outputs or processes related to data sharing, such as the Transparency and Openness Promotion (TOP) Guidelines (Nosek et al., 2015), authored by researchers who conduct largely, if not entirely, quantitative research projects. The TOP Guidelines include recommendations for citations, data transparency, analytic methods (code) transparency, research materials transparency, design and analysis transparency, preregistration of studies, preregistration of analysis plans, and replication. These guidelines feature three levels of implementation; lower levels recommend practices or require only statements about a measure of transparency and reproducibility (e.g., articles state whether code is available), while higher levels require authors to engage in a specific practice (e.g., code must be posted to a trusted repository).

When standards are created, it is important to consider both who is at the table and who is not. Open science guidelines fail to account for research based on epistemologies that are not strictly positivist and methods that are not strictly quantitative in nature, such as qualitative and interpretivist approaches. As such, they have unfortunately had limited applicability to those kinds of research. Feminist and qualitative scholars have long maintained that there are multiple ways of understanding, yet evangelists of the open science movement have commonly made assumptions that there is a shared understanding of a specific type of research (e.g., empiricism, deductive reasoning). This problematic assumption hails progress in the integration of perspectives for open science and contributes to possibly ignoring systematically marginalized voices (see Bennett et al., 2022).

Default standards can be useful because they automate processes and reduce cognitive load when making decisions. However, they can also be dangerous, because if researchers are not making thoughtful and informed decisions, then these defaults could result in individuals and research teams moving forward under assumptions that could ultimately cause harm to research participants (Sakaluk, 2021; Steltenpohl et al., 2021). Strict guidelines about data sharing, for example, may create problems for researchers working with qualitative data, which without careful attention to confidentiality safeguards (e.g., pseudonyms, redacting personally identifiable information) may be more identifiable than, for example, Likert-scale responses on a survey. These concerns are also relevant to researchers who have built trust through prolonged engagement with a participant community (Ross et al., 2018), and those whose research perspective differs from the seemingly common conceptualization of research as being strictly “right” or “wrong” (Lash, 2015).

Previous work within the qualitative research community suggests it may be helpful to think about the relationship between transparency and rigor (e.g., Billups, 2014; Davies & Dodd, 2002; Mill & Ogilvie, 2003; Rolfe, 2006) and to examine how transparency in all aspects of research can project and confirm the rigor of qualitative inquiry work. Opening the black box of the research process in this way also allows readers from all educational backgrounds to better understand how research is done, what kinds of decisions are made during a research project, and best practices within the researchers’ respective fields. As such, practices that promote transparency and rigor in qualitative science could (and, we would argue, should) be considered in line with the tenets of open science. For example, qualitative researchers are encouraged to provide detailed descriptions of their methods (e.g., sampling, data collection, analysis) to the extent that other researchers could follow their methods with other samples in other contexts (Creswell et al., 2018). This guidance aligns with guidance for the open science practice of replication, where researchers redo a study to see if the same results arise in a different population or at a different time.

Due to the use of purposive sampling and sociocultural contextual factors, replicating qualitative inquiry methods with different samples in different contexts is not as straightforward as replicating null hypothesis significance testing, which in and of itself is not always straightforward. What may be construed as a “failed” replication (often implying the pre-
vious study’s results were “wrong”) within quantitative paradigms is often interpreted simply as evidence that warrants further study in qualitative methodologies, because qualitative paradigms do not stem from a hypothesis but from inquiry. In qualitative research, we tend to sample to understand context, rather than to generalize; we think of validity in terms of trustworthiness, rather than replicability. At the end of the day, quantitative, qualitative, and mixed methods researchers share the goal of advancing knowledge in the field through rigorous and transparent processes. However, guidelines intended to promote these processes may have the unintended consequence of becoming gatekeepers that limit the ability of qualitative researchers to publish and obtain funding.

Taking a closer look at “the why” behind these open science practices could help researchers across all methodologies understand the benefits of these practices and aspects of each methodology that should be considered before engaging in the practices. This conversation may not only help qualitative researchers engage in open science practices, but also open doors for quantitative researchers to employ rigor and transparency strategies, such as positionality or reflexivity statements, that have traditionally been used exclusively by qualitative researchers (e.g., Jamieson et al., 2022). The purpose of the current paper is to reframe the conversation within the open science movement around transparency and rigor to include considerations from qualitative research that may be of use in determining best practices for rigor and transparency in open science. These concerns may or may not be unique to qualitative research; we are only speaking from this perspective as researchers who have engaged with qualitative and mixed methods research.

Common Concerns about the Open Science Views of Transparency and Rigor

Much of the discussion about transparency in open science revolves around data, which is relevant to both qualitative and quantitative research. There are increasing requirements for sharing data, particularly through major funding agencies (e.g., National Institutes of Health [NIH], 2020). For example, a recent U.S. memo dictates that scientific data from projects funded through federal agencies must be available upon publication of the manuscript unless the data fall under specific limitations (Office of Science and Technology Policy, 2022).

Additionally, some researchers have argued that secondary analysis of qualitative data holds the potential to relieve the burden on vulnerable populations and community partners who collaborate with researchers (e.g., Ruggiano & Perry, 2019). It also may help foster new findings through the application of a different lens or through a focus on particular elements of the dataset (Long-Sutehall et al., 2011). Publicly available qualitative data could potentially be beneficial when individuals or groups are particularly difficult to access (Fielding, 2004) or when working with groups that might face trauma from multiple rounds of research participation (Ruggiano & Perry, 2019). Some research has revealed that participants are generally willing to allow researchers to archive and share their qualitative data (e.g., Cummings et al., 2015; Mozersky et al., 2020; VandeVusse et al., 2022) out of a desire to help others and improve research.

Although the TOP guidelines for data sharing do suggest that materials should be stored in a trusted digital repository (Nosek et al., 2015, page 5), these guidelines do not address potential issues that could arise in the future (e.g., guidelines for updating data; Lash, 2015) or other concerns around data sharing. Mozersky et al. (2020) found that less than four percent of researchers reported sharing qualitative data, largely due to concerns related to breaching participant confidentiality and anticipation of wavering participation in future qualitative studies. The sharing of sensitive and potentially identifiable data, even when approved by participants, comes with immense ethical responsibility, both from the researchers sharing the data and those using the data. The rush to mandate open data leaves many ethical ambiguities unaddressed. Researchers are not routinely trained on how to ethically share data, evident in part from researchers’ anecdotes of finding identifiable data on data repositories (e.g., Elson, 2021). Even when researchers are careful, participants may be more identifiable than they believe, especially in certain circumstances, such as being a part of a small identity
group or discussing place-specific content in interviews (Gow et al., 2020). It is vital that participants understand how likely they are to be identifiable, especially vulnerable participants or those living in dangerous conditions (Ross et al., 2018; Small et al., 2014). In fact, ensuring participants truly understand what data sharing means is likely to be one of the largest barriers to ethically sharing data (VandeVusse et al., 2022).

A more fundamental issue complicating data transparency is the question of what constitutes data. At first glance, it may seem obvious that a qualitative researcher’s data would comprise transcripts and direct observational notes. However, qualitative researchers are ideally trained to provide detailed audit trails that incorporate notes from the research process (e.g., reflexivity, field notes, methodological notes), instrument development (e.g., observation protocols), and evidence of how codes, categories, and themes are synthesized. These secondary data may be necessary for observers to fully understand research findings and how conclusions were drawn from the data. Secondary data (e.g., memos, protocols) support the reporting process, but traditional journal space limitations may not provide a way to share these data.

To further complicate matters, many qualitative researchers would posit that while secondary data are a combination of the researcher’s perceptions and observations, even primary data, such as interview transcripts, are filtered to some extent through the researcher. This is because, in qualitative research, the researcher is an instrument of both data collection and analysis (e.g., Peredaryenko & Krauss, 2013). Open science standards do not take these complications into account, nor would many quantitatively-focused researchers and reviewers necessarily know what to do with these types of data, were qualitative researchers mandated to share them. Moving to open science practices and transparency will highlight the need to manage extensive and complicated data and various data types more effectively. For example, data management is often an ignored nuance in longitudinal quantitative data and many studies use “trial and error” to determine best practices (Youngblut et al., 1990). Data collection and storage declarations must be determined as part of the research design before the study begins, and participants and researchers will need to explore and understand risks. Furthermore, large sets of data can be difficult to maintain and manage—or even remember. Khan et al. (2018) determined that when researchers reviewed the study files they had stored in their cloud storage, more than 50% of the files were “forgotten” and 14% were unrecognizable. These results reveal the need for extensive training around perpetual data sharing requirements.

The researcher-as-instrument tradition also complicates discussions around reproducibility (i.e., the ability for another researcher to look at someone’s data and reproduce the analyses), one of the key components of rigor as it is currently discussed in the open science movement (NIH, n.d.). Quantitative researchers’ focus on reproducibility is often contrary to the tenets of qualitative research, particularly in methodologies aiming to uncover new ways of knowing, such as constructivist and grounded theory approaches. If one understands the researcher as a data collection instrument and a filter through which data is processed, strict quantitative-focused reproducibility becomes less likely—not through misconduct or error, but because ultimately, people conduct research, and people are not likely to have exactly the same perspectives. Guidelines that reinforce reproducibility without addressing this tension are not going to be useful for all researchers.

A common refrain within the open science movement is that “preregistration is not a prison,” (e.g., DeHaven, 2017; Mellor, 2021) which we ultimately think is true in intent. However, the goal of preregistration does appear to be putting guardrails on research processes, to ensure researchers do not significantly deviate from their analysis plans. Indeed, in their development of the useful qualitative preregistration template, Haven et al. (2020) describe preregistrations as being useful for qualitative researchers who are involved in some level of testing, where it would be important to communicate hypotheses that were drawn prior to the start of the study. For researchers who do not do this kind of research, however, preregistration may have limited utility as a method for introducing guardrails to the research process. Preregistration may, however, be useful

in other contexts, which we describe later. Journal requirements for preregistration, then, may exclude entire areas of research if not carefully crafted.

The narrow view of rigor described by the National Institutes of Health [NIH] (n.d.) and others can lead people to assume there is one right way to conduct research. There are numerous decision points in quantitative research design that are susceptible to researcher bias, contextual factors such as community history or current events, and conceptual assumptions that may be a result of different training paradigms. Adhering to only one limited set of standards in the pursuit of rigor could therefore prioritize the positivist position that there could be one objective reality but only if the proper, rigorous methods were used, which would limit theory development and the advancement of knowledge generally.

Concerns arise if all qualitative research is subject to quantitative expectations of reproducibility to obtain funding or be published in peer-reviewed journals. This would eliminate important qualitative methodologies, many of which have historically been a foundation for amplifying voices of understudied individuals and groups. Focusing on only one metric, such as replicability or reproducibility, will likely lead to increased oppression of research and knowledge, instead of meeting a primary aim of open science to improve access to information which would enable people to better examine scientific claims. Further, it is our belief that many quantitative researchers would benefit from considering qualitative-born methods for determining rigor and transparency in their own work, which we will now discuss.

Rigorous Transparency through a Qualitative Lens

It is difficult to separate rigor from transparency. One cannot fully determine the rigor of work that is not transparent, and not all transparent work is rigorous. Importantly, reproducibility alone cannot determine the rigor of a study. When discussing rigor, qualitative researchers often focus on trustworthiness, which includes confirmability, credibility, dependability, and transferability (Lincoln & Guba, 1985; Nowell et al., 2017; Tobin & Begley, 2004). Using approaches such as extended engagement, triangulation, and member checking, qualitative researchers can address credibility by ensuring alignment between participants' views and how those views are presented in the research report. Dependability can be established by explicitly and transparently documenting the research process, which can include codebooks, tables, or figures that show the research process. Transferability requires researchers to provide enough information to allow research consumers to make determinations about whether the findings might be relevant to other contexts. A common thread between each of these elements of trustworthiness is transparency. As interest in open science practices grows, it may be useful to reexamine the research process with these concepts in mind and integrate qualitative and quantitative perspectives as appropriate.

Research Processes

Importantly, qualitative researchers are often concerned not just with research results, but also with the process by which those results are produced. This could be an exciting area of growth for many quantitative scholars who are open to learning from qualitative researchers; most, if not all, practices would be just as beneficial for quantitative researchers to employ (see, for example, Hope et al., 2019). For example, positionality (i.e., an examination of who is doing the interpreting) and reflexivity (i.e., an examination of how researchers will reflect on, consider the impact of, and/or mitigate bias where necessary) are staple concepts in qualitative research courses.

Positionality statements are prose that allow researchers to reflect on their role within the data interpretation process (Clancy, 2013; Guillemin & Gillam, 2004; Lazard & McAvoy, 2020; Makel et al., 2022; Patton, 2014; Rooney, 2015; Savin-Baden & Howell-Major, 2013). This is an opportunity for researchers to think about and discuss decisions that were made, why they were made, and how that might have impacted the research process. Researchers are encouraged to consider both strengths and weaknesses of their approaches. Position-
Rigor and transparency statements do not give researchers permission to conduct a certain kind of research, but rather provide additional context to help readers understand the decisions a research team has made. Many journals do not require positionality statements to go beyond reflecting on one’s background vis a vis their research topic, but rigorous transparency compels us to confront how we will address potential biases, which is where reflexivity becomes especially important.

Researchers may engage with reflexive practices in a variety of ways, including but not limited to member checking (Caretta, 2016; Creswell & Miller, 2000; Goldblatt & Band-Winterstein, 2016; Lincoln & Guba, 1986; Stake, 1995), critical team discussions Mao et al. (2016), memos (Birks et al., 2008), and external audits (Wolf, 2003). Most researchers do not use all of these methods in every single study, though a qualitative paper with none of these practices would likely raise questions from careful reviewers.

Member checking can help researchers ensure they have collected and are interpreting data in a way that is true to participants’ experiences (e.g., Caretta, 2016). Bornstein et al. (2022) engaged in member checking by returning to participants after a first round of interviews, sharing the themes the researchers had deduced, and asking participants if these themes were accurate reflections of their experiences. This allowed for deviation, as well as nuance and deeper reflection, from participants. Caretta and Perez (2019) note that member checking is especially crucial for establishing validity in qualitative methods, because participants may (and likely will) not all agree on a topic. By understanding the context of their opinions and differences, researchers can approach sharper validity; however, the ever-present potential for disagreement reminds us that no one researcher or participant can or should hold epistemological authority over the data.

Critical team discussions, particularly when colleagues come from a variety of backgrounds, are another practice for sharing epistemological authority. While member checking involves sharing data with actual participants, critical team discussions can involve sharing data among colleagues who either share a background with the participant or, at the very least, can offer a different perspective from that of the research team. (Mao et al., 2016) designed a practice for critical team discussions in which a group of graduate students met regularly to share dissertation data and provide feedback on each other’s interpretations of these data. In this way, the students were able to benefit from others’ impressions of their participants and reflect on their own blind spots. The authors call this critical reflexivity and recommend it for any researchers conducting qualitative research (e.g., Fook & Askeland, 2007; Mao et al., 2016).

Through memos, researchers can incorporate relevant literature, context, or background knowledge to analyze a particular set of qualitative data (e.g., interview transcripts). Similarly, through journaling, researchers record their thoughts and feelings in response to data and determine how they can keep these personal reactions from biasing their data interpretations (Meyer & Willis, 2019). Thick description (Geertz, 1973) also allows us to be as context-specific about our data and ourselves as possible, and, thus, be as rigorously transparent as possible. While thick descriptions provide detail, they can be difficult to fit within traditional publication word and page limits. However, with online publications and supplementary opportunities, thick descriptions of nuanced situations (e.g., historical events that may impact analysis for a small number of participants) can be included to provide additional transparency.

External audits, where a research team invites an external expert to review research-generated data, can also enhance rigor by providing an outside examination of the research process and products – including meeting notes, memos, and other reflections – and the extent to which interpretations and/or findings are supported by the data (Creswell & Miller, 2000; Lincoln & Guba, 1986; Rodgers & Cowles, 1993; Wolf, 2003). These audits can be beneficial by adding to the synthesis of ideas and bringing additional perspectives to a specific research topic. Similarly, a research team may engage with peer debriefing, where they review the research thus far with someone who is familiar with the work but not on the team; the peer reviewer is encouraged to challenge the research team on their findings (Creswell & Miller, 2000). External audits and
peer debriefing lend themselves to establishing the credibility of the findings and require researchers to be transparent about how they have conducted their research and are thinking about the data.

It is clear to us that there is potential for alignment between current open science practices, such as preregistration, and practices in which qualitative researchers already engage. Haven et al. (2020) briefly discuss one such alignment in their development of the qualitative preregistration template, when they say that preregistration could be helpful to “make visible the connections between analytical assumptions, evidence, and decisions that form a particular interpretation of the data” (p. 2). We interpret this to mean that preregistration could be helpful as a means to encourage reflexivity—for researchers to document how they conceptualized their study at the beginning of the project and reflect on those assumptions, perspectives, and potential misunderstandings throughout the rest of the research process. Too often, across all methodologies, the process for the why behind study decisions is not documented clearly (Mackenzie & Knipe, 2006).

From the inception of a study, it should be clear what the theoretical framework and paradigm are, since these drive, or should drive, methodology and methods. Specifically,

> It is the paradigm and research question, which should determine which research data collection and analysis methods (qualitative/quantitative or mixed methods) will be most appropriate for a study. In this way researchers are not quantitative, qualitative or mixed researchers, rather a researcher may apply the data collection and analysis methods most appropriate for a particular research study. (Mackenzie & Knipe, 2006, page 7-8)

The preregistration template, then, is an immensely helpful tool in any researcher’s toolbox, if it is viewed as a space for clearly documenting the why in addition to the how of a study, and if journal editors and reviewers understand that qualitative researchers are not using the preregistration as guardrails, but rather as a mirror or window to look back at how the study team conceptualized their research at the beginning of the study. If reviewers punish authors for deviating from what was preregistered – for example, if a researcher changes their interview protocols because they realized participants were understanding a question differently than how they meant it to be understood – preregistration templates will not be useful to qualitative researchers. Two key elements are required to ensure the value of the preregistration process to all researchers, regardless of methodological approach. First, the TOP Guidelines and other guidance on preregistration must clearly outline preregistration requirements for qualitative research in addition to quantitative research so that a positivist framework is not pushed onto qualitative research. Second, reviewers, editors, and other partners in the publication process must be clearly trained in these differences so that qualitative researchers are not inadvertently denied opportunities for publication due to inappropriate requirements, such as requiring hypotheses or denying researchers the ability to add or change data collection methods. Ultimately, preregistration is not the only way to achieve the goal of reflexivity or transparency in the research process; however, if journals subscribe to Level 3 of the TOP guidelines, all studies must be preregistered. This kind of guideline may be less useful to qualitative researchers than a broader guideline to provide an audit trail (or similar concept), which would allow researchers to provide many kinds of evidence, including preregistration and preregistration updates (Corker et al., 2022) illuminating how they got from study conceptualization to their results.

**Data**

Although privacy, participant rights, consent, and the potentially identifiable nature of qualitative data must always be at the forefront of data practices, there has been an increasingly detailed discussion of what transparency and rigor mean in qualitative research.

**Transparency.**

One traditional method for increasing transparency is data sharing. When considering qualitative data sharing, we have ethical obligations to participants regarding how, with whom, and when this data can and should be shared.
Existing recommendations include (a) professional data curation and archiving processes to optimize privacy (how data is shared), (b) ensuring necessary materials and details are included in the data storage/archiving to enhance contextual and data understanding (how data is shared), and (c) providing graded data access (when and with whom data is shared).

Regarding data curation and archiving, the Qualitative Data Repository (QDR) first provides professional curation to optimize de-identification prior to storage. This is an important step, though it can easily be counteracted by the “thick description” characteristic of rigorous contemporary (i.e., interpretivist) qualitative data (Geertz, 1973). When we consider when and with whom data can be shared, we must always balance privacy with transparency. One method that holds promise for this balance is graded sharing access to the data. This means that data are available based on researcher qualifications (e.g. ICPSR, n.d.) and the ability to meet security standards (e.g. ICPSR, n.d.; Qualitative Data Repository, 2022). For example, data stored on the Qualitative Data Repository can only be used for research or teaching, but depositors can designate the data as standard access (i.e., all registered users can access), special access (i.e., conditional, depositor-approved, restricted offline, or embargoed access), or depositor-approved access (i.e., QDR staff and the depositor review access requests) which allows researchers to understand how potentially sensitive data may be used (“Access controls,” 2020). Setting gradations for how much access researchers have to data could allow researchers to meet open science requirements without unnecessarily compromising participant anonymity, an important balance to strike when working with sensitive data and with organizations that are protective of their data (e.g., governmental agencies, industry partners). Additionally, researchers can share data with the participants to provide transparency to the community of focus (Humphreys et al., 2021).

Next, QDR recommends having clear and detailed guidance for archiving qualitative data, such as detailed codebooks, processes, and contextual information. Specifically, they suggest including files and artifacts that help to “document the context in which information was gathered and/or data were created, the collection and generation processes, and (when applicable) how the data were analyzed” (Qualitative Data Repository, n.d., Documentation Files section). This is critical to optimizing future understanding of the larger context foundational to qualitative data and ensuring transparency. Taken together, these techniques for qualitative data sharing are critical for both maintaining open science standards and protecting the identities of research participants.

Rigor

A recent article in the American Journal of Pharmaceutical Education defines rigor in qualitative research as “ensuring that the research design, method, and conclusions are explicit, public, replicable, open to critique, and free of bias” (Johnson et al., 2020). Qualitative research demonstrates rigor not only by sharing raw transcripts, but also—if not primarily—through thick description of data and detailed explication of the research design. Journal word limits often mean these details get squeezed out of articles during the editing process. One promising solution is to produce a supplementary “data paper” (Schöpfe et al., 2019), which describes data in much more detail than a traditional manuscript. For instance, in a qualitative data paper, a researcher could provide detailed context about the community and historical context in which data were collected, how the data were collected, and any additional information about positionality and reflexivity that other researchers would need to know before using the data. This meets many researchers’ professional obligations to publish in peer-reviewed journals, while also upholding ethical obligations to provide data and contextual information about said data.

Another strategy often used by qualitative researchers to ensure rigor is that of triangulation, or the process by which “researchers search for congruence among multiple and different sources of information” (Creswell & Miller, 2000, page 126). The data produced from such methods are necessary for knowledge acquisition and theory advancement. Scholars might triangulate multiple methods of data collection (e.g., interviews, observations, archival data), sources (e.g., different communities), researchers’ accounts, and/or theoretical approaches, to see whether a particular
finding holds up across contexts. This strategy informs the rigor of our work by seeing how well it holds up to scrutiny under different conditions. Engaging in triangulation may reveal important disconfirming evidence that advances, questions, or adds nuance to a theory.

Materials

Quantitative researchers often use the term “materials” to refer to stimuli, models, programs, and other tools through which raw data are processed. In qualitative research, we might additionally consider journal entries, analytic or reflective memos, critical conversations, and member checking to all be materials— that is, products we create while processing data. How we interpret our data and draw conclusions depends on how well we understand our participants and mitigate any bias we may bring to the analysis. These materials are therefore as important as the data itself; they are the process by which researchers process raw data into findings. Part of our responsibility in qualitative open science—and, arguably, all open science—is to ensure that we are transparent not only with our data, but also with the materials, context, and strategies we use to interpret findings and draw conclusions. While these recommendations are echoed in current quantitative critical theory (QuantCrit; e.g., Gillborn et al., 2018), they still tend to be heeded more often by qualitative researchers than quantitative and mixed methods researchers (Hope et al., 2019).

Looking Ahead

Researchers have a habit of creating divisions where there need not be, a notorious example being the myth of incompatibility between qualitative and quantitative methods (Ercikan & Roth, 2006; Malterud, 2001). While these two approaches do bring different perspectives to the research process, there are opportunities to enhance the quality of our work by learning from both approaches. The open science movement and the research community in general can benefit from many of the practices qualitative researchers use to maintain rigor and transparency— namely, attention to providing a high level of contextual detail and reflexivity practices for mitigating bias. By expanding open science guidelines to leverage a broader array of rigor and transparency-promoting practices (e.g., reflexivity), we can truly begin to advance practices.

The rigor and transparency we call for is different from, and at times in opposition to, ideas of rigor that rely on generalizability alone. A study need not be replicable or reproducible to be rigorous. Instead, researchers need to be transparent about the context and reflexive processes used to draw conclusions from the data so readers can see their line of reasoning, determine the extent to which they trust the findings, and whether those findings might transfer to other contexts (e.g., trustworthiness; Lincoln & Guba, 1985). While another researcher may not be able to replicate a study in another context and arrive at identical findings, they may be able to align their study design if they understand the contextual factors the analysis should incorporate. Documentation, such as preregistrations, journal entries, memos, member checking, and critical conversations are all materials that a researcher can upload, along with data, to an open science repository with the appropriate permissions clearly described. These materials would help justify how the data were interpreted and facilitate conceptual or theoretical replications. Given the diversity of practices across disciplines, one may question, as Clarke (2022) does in her review of Heidi Levitt’s Reporting Qualitative Research in Psychology: How to Meet APA Style Journal Article Reporting Standards, whether general reporting standards are even necessary or possible. It may be that a one-size-fits-all approach will not work for the social sciences, let alone science more broadly. If one comes to this conclusion, we would argue that guidelines need to clearly articulate the kinds of research to which they apply. If one agrees with Levitt (2020) that general reporting standards are necessary and possible, then hopefully they also agree that when guidelines are advertised as “general science guidelines,” then they need to reflect all forms of scientific inquiry, not just lab-based quantitative research.

Intentions alone are not enough to move science forward. Creating responsible, considered processes for rigorously transparent open science requires involving interested parties from a wide range of backgrounds,
perspectives, research areas, and training paradigms. If open science practitioners truly want their practices to become more mainstream, they must invite researchers with very different perspectives to the table, and everyone at the table must discuss these issues in good faith. If we can come to a mutual understanding of our various paradigms and agree upon guidelines that respect each other’s epistemologies, we will be much more successful in moving the field forward.
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The Scientific Reform Movement has highlighted the need for large research teams with diverse skills. This has necessitated the growth of professional team infrastructure roles (TIRs) who support research through specialised skills, but do not have primary responsibility for conceiving or leading research projects. TIRs such as Lab Technicians, Project Managers, Data Stewards, Community Managers, and Research Software Engineers all play an important role in ensuring the success of a research project, but are commonly neglected under current reward and recognition procedures, which focus on the individual academic researcher instead of the teams involved. Without meaningful identification and recognition of TIR contributions, we risk reinforcing the conceptual and practical division between academic researchers and TIRs. This situation is inequitable and detrimental to the research enterprise: the limited potential for career advancement for TIRs may cause them to leave for other occupations, ultimately leading to a loss of institutional skill, expertise, and memory. This contribution explores the evolution of specialist TIRs and the status of these positions in various settings. We provide three case study descriptions of TIR activities, so that readers may become more familiar with the breadth and depth of their work. We then propose system level changes designed to embed meaningful recognition of all contributions. Acknowledging the contributions of all research roles will help retain skill and expertise, and lead to collaborative research ecosystems that are well-positioned to address complex research challenges.
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The social and technological developments of recent decades have reinforced the notion of science as a team-based enterprise. As we tackle increasingly complex scientific questions (Coles et al., 2022), we leverage the strengths of diverse research teams, recognising that we cannot solve the significant challenges of our time through isolated endeavours. This increased diversity in practice is part and parcel of the Scientific Reform Movement, which seeks to promote the uptake of practices that improve the transparency of the research process (Penders, 2022), as well as to provide recognition for these practices (Coles et al., 2023). Reform of academic publication and authorship practices are one route to address such issues, but we see authorship (or contributorship, see Rennie et al. (1997)) as a symptom of entrenched inequity, rather than the source of it. The Scientific Reform movement should go beyond reformation of publishing and aim instead to address fundamental roots of academic inequity, such as the perceptions of what it means to be a researcher and participate in research. In this piece we will explore a broad range of factors which may lead to inequity in the academic workforce and suggest changes to research systems to improve equitable practices.

The emergence of TIRs

To illustrate the increasingly diverse and team-
based approaches to research, consider that over 5,000 named authors across the globe collaborated in the detection of the Higgs Boson at CERN (Castelvecchi, 2015), how successful climate models require expertise in atmospheric physics, soil science, meteorology, and more (Huebner et al., 2017), or the integration of research into artificial intelligence with moral philosophy (Jobin et al., 2019). With increasing collaboration and growing research complexity, new specialised roles have emerged to support research processes. We call these team infrastructure roles (TIRs), making explicit their structural function in the research process. TIRs bring vital expertise to the process of research, but they are not well integrated in traditional academic organisational structures.

TIRs contributing to the research process include laboratory technicians, project managers, grant officers, finance managers, privacy officers, patent officers, and internal review board members (Heffner, 1979; UKRI, 2023). These roles are known collectively as “professional service staff” or “research professionals”. Their position in between supporting roles and academic researchers has been referred to as the “third space” (Whitchurch, 2008). While some contributions of these roles may appear to be solely bureaucratic, one cannot deny the value of a skilled project manager, finance manager or technician in handling their respective responsibilities. We provide some examples of TIRs and their diverse areas of speciality below and in Table 1. These examples and perspectives are primarily informed by our academic experience in the US and Europe. The challenges, case studies, and changes that we suggest may be less applicable, or necessary, in other contexts. For example, low/middle income countries may prioritise other forms of research reform rather than dedicate resources to these types of positions (Bezuidenhout & Chakaya, 2018; Bezuidenhout et al., 2017; Onie, 2020).

The emergence of new TIRs has introduced unmapped complexity into the academic ecosystem, particularly in relation to recognition, reward, and development. We argue that successful integration of TIRs in the academic system will require naming, exploring, and resolving frictions associated with these new roles.

I Challenges

Lack of autonomy within TIR roles

Academic researchers are afforded substantial freedom in determining their career paths. This stems from historical positioning of academic researchers as “appointees” who perform scholarship as a public duty, rather than “employees” who are a means of production for a university (Finkin & Post, 2011). This legitimises autonomy in the management of day-to-day activities and professional development (Wolf & Jenkins, 2021), contributing to an internally recognised credit system.

In contrast, many TIRs are employed as “technical staff”, with a specific remit in their job description to perform support activities, governed by the requirements of academic researchers or the broader goals of the research institute. Consequently, pursuing projects or publications outside of this support remit can be seen as a distraction. This lack of autonomy limits the ability of TIRs to prioritise the growth of their skills alongside evolving research disciplines or methodology, constrains their opportunities for progression towards leadership roles, and ultimately squanders their ability to inform the direction of the research agenda.

Limited formalisation of career pathways

Many TIR careers lack development pathways (NCRIS, 2022; Virág et al., 2019). This is in contrast to academic research careers, where the criteria for promotion up to the highest levels are well documented, clearly advertised, and often supported by formal and informal systems of mentoring. For example, the Vitae Researcher Development Framework (Vitae, 2014) maps out academic researchers’ expected skill development across all facets of scholarly activity. Individuals employed in Human Resources or Finance positions can also access industry-specific accreditation and qualifications to support their progression (for example, training offered through the Chartered Institute of Personnel and Development for Human Resources professionals, or the Association of Chartered Certified Accountants for accountants).

In contrast, conventional opportunities for career development, such as increasing job responsibility and resulting uplifts in remuneration (UKRI-Research England, 2022; Virág et
al., 2019), are inconsistent for TIRs. Individuals in TIR positions may therefore look outside of the academy for progression, with subsequent departures leading to institutional memory loss (Bossu & Brown, 2018; McInturff & Adenis, 2022). A lack of professional recognition also introduces challenges in funding TIRs, especially where salaries are not competitive with similar roles outside of academia (UKRI-Research England, 2022). The restriction of developmental opportunities, lack of established profiles and compensation, and limited funding routes leave TIRs to act as lone advocates for their own positions, a stressful and complicated task due to their unique niche within the academic organisational structures.

Prejudice against TIR activities and career choices

The growing availability of TIRs in research institutions means that academic researchers can increasingly “outsource” some of the research responsibilities that were traditionally theirs alone. Passing those tasks to professionals may be viewed by some as “a hollowing out of […] what it means […] to be an academic” (Macfarlane, 2011, p. 71). By this account, whilst specialisation of roles and responsibilities may increase efficiency, it may also negatively impact traditional academic values and identity, reinforcing a working culture geared only to maximum productivity (Beatson et al., 2021; Limas et al., 2022; Wellcome Trust, 2020). Thus, the mere existence of TIRs may be viewed negatively by some within the academy.

Prejudice can also result from changes to the status of roles within an institution. Harloe and Perry (2005) suggest that moving to a “co-operative form of production” akin to co-creation, rather than one in which TIRs simply facilitate the work of academics, may undermine the “collegial culture” in universities. In this culture, research academics have traditionally had exclusive responsibilities in determining their university’s governance and organisation through engagement with institutional decision-making systems (such as committees). TIRs may thus be viewed as yet another non-academic staff member whose increasing influence dilutes academics’ autonomy and authority, and/or increases their already heavy workload. This perspective highlights current tensions in the system: TIRs may be perceived as not sufficiently qualified to exert influence in the system, despite the fact that many TIRs are highly skilled researchers with doctoral degrees and years of academic experience (Teper et al., 2022; UKRI-Research England, 2022).

TIRs may also be stigmatised as “failed academics” because they do not pursue traditional academic careers (ARMA, 2020; Gould van Praag, 2022; Sever & Janssen, 2017). This parallels the prejudice against “leaving academia” for industry, often viewed as a last resort for those who “couldn’t hack it” (Gewin, 2022).

These prejudices towards the activities and career choices of TIRs make it more difficult to enact changes to infrastructure and reward systems which could benefit them. It also contributes to “imposter syndrome”, with the barriers to reward and progression implicitly reinforcing the message that TIRs are of lower status than academic researchers (Sims, 2021; UKRI-Research England, 2022). Relatedly, the prejudice can also go the other way: TIRs may believe that academics’ reluctance to engage with their help is limiting the potential of an institution (Harloe & Perry, 2005). These tensions can negatively impact attempts at institutional change.

Recognition of TIR contributions

Academic incentives are often focused on the contributions of the individual, and the image of a “lone academic genius” (Elkins-Tanton, 2021). This is reinforced by prizes awarded to singular “outstanding” academic researchers, the common practice of naming a research group by the lead Professor (for example, the “Smith lab”), and apparent ownership of team members (“[Person X] is my PhD student” or “my postdoc”). The power to confer authorship is generally enacted by senior researcher(s) and, in many disciplines, only the first and last authors are deemed to have done the actual work. Practically, however, research builds on previous work as well as a diversity of contributions that do not always lead to authorship and are therefore not formally recognised (Coles et al., 2022; Forscher et al., 2020; Shirazi, 2014; Tiokhin et al., 2021). By focusing solely on individuals and first/last authorship positions on publications, the academic research system neglects the value of a broader set of contributors - with their own unique skills and expertise...
(Baum et al., 2022). This results in precarious positions for TIRs, as their work rarely translates directly to authorship, let alone a first or last authorship position. TIRs are therefore not fully participating in the credit economy (Zollman, 2018), where prestige from authorship and awards can bring further rewards in the form of downstream funding success and access to high-status jobs (Huebner & Bright, 2020).

I Growth of TIRs

Some emerging TIRs have been exemplary in handling the challenges outlined above. These examples may serve to illustrate the utility of making TIR duties, performance expectations and influence more explicit, along with the merits of forming professional communities of practice. These roles have been listed in order of more established (Research Software Engineer) to relatively recent (Research Application Manager). These roles exemplify how well-resourced TIRs can bring substantial value to the academic workflow. In Table 1 we additionally summarise career trajectories and opportunities for recognition in each role.

Example 1: Research Software Engineer

Research software engineering represents an established specialised research role: a hybrid between researcher and programmer which requires expertise in both research and programming. Similar roles have existed for decades with a variety of titles, but the specific title – Research Software Engineer (RSE) – was conceived at Collaborations Workshop in Oxford in 2012 (Hettrick, 2016), followed by the formation of the RSE Association in 2013. The rise of RSEs demonstrates the power of naming and defining a role, providing an identity and focal point for action (Sims, 2021). Hettrick (2016) summarises the first four years of actions by the RSE Association, including numerous articles, market analysis, and policy work. Today, there are RSE networks on every continent, an international council of RSE associations, and an emerging, standardised career path for RSEs. Many institutions have established RSE groups, independent of research labs, while the Netherlands eScience Centre is an example of an independent organisation which centres the role of RSEs in the research process. This is the result of sustained, organised advocacy efforts by both researchers and RSEs.

RSEs function both as individuals in embedded roles as well as consolidated groups who provide expertise on a project-by-project basis within their institutions. This “consultant” model provides access to RSE expertise for groups who do not have the budget for longer term investment.

Example 2: Research Community Manager

Research Community Managers (also known as Scientific Community Managers) foster collaboration, engagement, connection, and productivity among members of a community, where a community is a group of people united by a common tool, discipline, location, service, or interest. Only in recent years the coordination and management of scientific communities has become formalised, as cross-institutional and international collaborations have become more common. The Center for Scientific Collaboration and Community Engagement (CSCCE) was established in 2016 to provide training, support infrastructure, and advocacy for Research Community Managers, formalising it as a distinct professional role (CSCCE, 2022a). The first Community Engagement Fellowship cohort in 2017 kick-started the conversation around the nature of scientific community management and its unique challenges and considerations compared to communities outside academia. The CSCCE provides a space where Research Community Managers can receive support, domain-specific updates, and opportunities for collaboration and professional development. The CSCCE is now developing a community manager certification (CSCCE, 2022b), so that individuals who are expected to foster community engagement can perform their role with confidence and a thorough understanding of the technical and theoretical basis of community activities.

Example 3: Research Application Manager

Research Application Managers (RAMs; The Turing Way Community, 2022b) bring product thinking and stakeholder engagement to research outputs. For example, RAMs at The Alan Turing Institute address the need for sustainability of research infrastructure, extend
Table 1  A summary of each of the example roles described in the main text, highlighting whether there is an established professional advocacy organisation, expected career trajectories and professional development, comparisons to roles outside of research, and how these roles can be recognised.

<table>
<thead>
<tr>
<th>Role</th>
<th>Research Software Engineer (RSE)</th>
<th>Research Community Manager (RCM)</th>
<th>Research Application Manager (RAM)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Summary of Role</strong></td>
<td>Creates and/or maintains software specifically intended for research purposes</td>
<td>Fosters collaboration and engagement among a specific scientific community</td>
<td>Guides research projects (including infrastructure) for sustained impact and reuse through user community engagement</td>
</tr>
<tr>
<td><strong>Professional Organisation</strong></td>
<td>National and regional RSE associations</td>
<td>CSCCE</td>
<td>None yet</td>
</tr>
<tr>
<td><strong>Sources of Professional Development</strong></td>
<td>Software development training; Software Sustainability Institute</td>
<td>Community management training; CSCCE</td>
<td>Product management training</td>
</tr>
<tr>
<td><strong>Career Pathways</strong></td>
<td>Increasing rank, management of other RSEs or RSE teams</td>
<td>Director of organisations, scientific organisation administration, programme/network management</td>
<td>None yet</td>
</tr>
<tr>
<td><strong>Non-research Equivalents</strong></td>
<td>Software development</td>
<td>Community/outreach manager, developer advocate</td>
<td>Developer relations, product manager, developer advocate</td>
</tr>
<tr>
<td><strong>Reward/Recognition Opportunities</strong></td>
<td>Conferences, software publications, software citation, awards</td>
<td>Conferences, informal praise, training and development opportunities, contributorship on publications, awards</td>
<td>Conferences, inter-institute interactions, wider uptake of projects</td>
</tr>
</tbody>
</table>

existing research outputs and software, and seek opportunities to reuse and reproduce these outputs in new scenarios (The Turing Way Community, 2022b). RAMs think beyond the research project cycle, cultivate a broader understanding of a discipline's trajectory, and understand the interconnectedness of scientific research more broadly. This role is still emerging as distinct from a Product Manager in industry or an academic Innovation Officer, with little formal documentation or organised advocacy in place. RAMs represent an interesting example of a newly emerging TIR which may experience a similar trajectory as RSEs and Research Community Managers.

Pathways forward

Here we present pathways through the challenges described and towards the successes of the highlighted case studies. We identify first steps towards a vision in which all TIRs are appropriately rewarded, recognised, and integrated with the work and priorities of research academics. An appropriate next stage will be the evaluation of costs and practicality of each intervention in supporting immediate or long-term change, with iterative piloting and refinement towards the idealised vision.

Re-imagine the research system to emphasise the process, not only the outcomes

Although research is primarily viewed in terms of knowledge production, we take inspiration from the values described in the SCOPE framework (INORMS, 2022) and recommend that individual outputs (such as publications, discoveries, technologies) be deprioritised in favour of elevating the process. More specifically, many research activities do not directly lead to outputs that are commonly measured and rewarded in academia, such as those of the TIR.
case studies described previously. Additionally, efforts that improve the research process by increasing transparency, reproducibility, and cooperation may not lead to journal publications. A narrow focus on publications as a reward mechanism will necessarily draw time away from such improvements. The focus on individual outputs additionally encourages implicit or explicit “gaming” of the system, with production metrics being prioritised above all other concerns (Goodhart’s law; Goodhart, 1984).

One way to emphasise the research process is through normalising the sharing of research artefacts (such as protocols, data objects, code, preprints) produced through the process. A move to more frequent or continuous publishing will alleviate some of the pressures associated with precarious contracts, such as the lag between contribution and traditional journal authorship. Expanding *incremental publications to include research artefacts, broadly defined*, can also reduce gatekeeping around authorship—research groups may be more willing to acknowledge a named contribution where there is a clearer connection between the work and the published object. For example, a lab technician working on a protocol will have a stronger claim to be a named contributor on a published protocol than a research paper that uses that protocol. Alongside systems that are specific for one type of output (for example, arXiv for preprints or PREreview for published peer reviews), general-purpose platforms such as ResearchEquals, PubMed, and Octopus enable the creation of a timely and persistent record of broad research contributions. By affording attention and credit to a broader range of output types, the primacy of the final journal article in evaluation metrics will be reduced and each contribution will garner respect in its own right.

**An expansive system for recognising contributions**

We imagine a future where research is inclusive and participatory, with each contribution being valuable to the process and subsequent outcomes. This requires the acknowledgment that different individuals bring a diverse and meaningful array of skills and expertise, including those from backgrounds that lack traditional academic credentialing. Contributions can be in the form of materially-visible work (for example, writing, data collection, software development), workflow improvements, ideation, and more. A thorough and accurate accounting of all contributions will require moving beyond quantifiable metrics such as datasets curated or lines of code written. As TIRs can support the research process in a myriad of ways, integrating qualitative descriptions of their contributions will be necessary to properly recognise their efforts.

The Contributor Roles Taxonomy (CRediT; (Brand et al., 2015) is an increasingly popular framework for recognising contributions. However, even with 14 codified roles, the CRediT system does not fully address the problem of recognising diverse contributions. As previously noted, it is too common that “research” is synonymous with “peer-reviewed publication”, when there are many other contributions that are impactful within the research endeavour. For example, Harris et al. (2020) published on the decades-long collaborative NumPy programming library project. There was a notable lack of gender diversity among the listed authors of the published report (Gal- lant, 2022), despite gender diversity among the more recent code and documentation contributors (Weber Mendonça, 2020), raising the question of how to recognise indirect contributions. If research is conducted in a version control system that tracks all changes (such as the Open Science Framework), one might assume all contributions would be observable and easily collated. But such a system will overlook efforts that are not readily recorded in said system (such as coordination and planning efforts, or offline discussions). The Turing Way’s ‘Record of Contributions’ (The Turing Way Community, 2022a) demonstrates one way to recognise all forms of contributions, where indirect contributions can be nominated into the tracking system: namely, using the all-contributors bot (All Contributors, 2022). In addition, systems for tracking impact via citations will need to be much more comprehensive. For example, even with Digital Object Identifiers (DOI) emerging as a de facto standard, a DOI generated using Zenodo is only recorded as a citation if it is properly indexed, which is currently not always the case.

Furthermore, a focus on publications will neglect some TIR contributions entirely, especially for roles where the primary responsibilities do
not include research. Indeed, TIR contributions can include teaching, training, mentorship, lab supervision, and consultations provided by specialised experts in funding acquisition, outreach, project management, statistics, data analysis, or software development. These contributions rely on research content expertise yet are not easily folded into publishable research objects. Although some of these activities are performed within the remit of high-level leadership, appointment to such positions often requires evidence of a “successful research career”, ignoring the expertise accumulated in TIR roles. Although it is unrealistic to expect any single system for recognising contributions to be ideal for every context, a credit framework that is customisable for different institutions and locales is an important first step towards addressing these challenges.

**A system to validate research outputs**

The above framework presupposes a large expansion in the types of research outputs. However, there may be resistance in recognising these outputs as “valid” because many lack formal systems for external peer review. Indeed, a system which incentivises “productivity” without an assessment of quality (no matter the output type) could lead to decreased trust in research. To ensure the quality of research outputs, and the ability for researchers to build effectively upon each other’s works, systems should be established for expert review of all research outputs. Mirroring the peer review system for publications, TIRs could then participate by contributing their experience and skills to the review process.

Notwithstanding the complex debates about open peer review (Heesen & Bright, 2021; Ross-Hellauer, 2017), unremitted labour (Aczel et al., 2021), and power dynamics (Huber et al., 2022), peer review can serve a useful purpose in validating research outputs. Realising an appropriate system for peer review of diverse research outputs, however, will require large infrastructural and behavioural shifts. In the case of research software, such systems have already emerged in venues such as rOpenSci (2022), pyOpenSci (Holdgraf et al., 2022), and the Journal of Open Source Software (2022). For other types of outputs, a peer review system would need to be designed to integrate effectively with how the outputs are used. For example, research protocols cannot be easily modified following reviewers’ suggestion, so there would have to be a well-specified role or aim for reviewer feedback beyond the suggestion of changes.

**Standardised roles and pathways for career development**

As demonstrated in the TIR examples above, and by Jetten et al., (Jetten et al., 2021) for the Data Stewards in the Netherlands, the trend to professionalise TIRs leads to improvements in the visibility of their work, increased opportunities for training and networking with peers, and role-specific rewards and recognition. We argue that professionalisation also improves the integration of TIRs within research organisational structures. As seen with Research Software Engineers, TIRs may operate in fully independent teams that consult with academic researchers. This structure necessitates leadership responsibility, creating the opportunity for parity in responsibility and compensation between an academic researcher managing a lab group and a TIR managing a team of research support specialists. TIR leadership will also invite a degree of autonomy to direct activities and professional development within the team, including the opportunity to contribute to larger infrastructural change through service on institutional committees. The demarcation of specific responsibilities also supports negotiations to command a salary commensurate with expertise and makes it easier for individuals to move across institutions.

Professionalisation is, however, hampered by variability in the recognition and career support available to TIRs across institutions. This variability could be addressed through the creation of a new job family and pathway which parallels the development of the distinction between “Research”, “Teaching and Research”, or “Teaching and Scholarship” grades found in many UK institutions (for example the University of Sussex (2019) and University of St. Andrews (2015)), and the work by the National Collaborative Research Infrastructure Strategy (NCRIS, 2022). Promotion levels in these new job families should match academic and managerial roles, in contrast to the Technical and Operational or Facilities profiles that only go as high as a standard post-doctoral grade. We
note that these job families were legitimised in the UK following negotiation between campus trade unions (University and Colleges Union (UCU), Unite and Unison) and representatives of the employers. Such a change may therefore require engagement of Unions across the sector to advocate on behalf of all research institution employees.

The professionalisation of TIRs could be further accelerated if larger mainstream funders created TIR fellowships (see similar recommendations by Teperek et al. (2022) and UKRI-Research England (2022)). This would require a cultural change from funders to value long-term investment in individual TIRs, and infrastructural change in how funds are distributed. In our idealised future, once role profiles are professionalised and standardised, institutions may ensure the continuity of support without the need for individual fellowships, through dedicated structural funding. A recent report by the UK Science, Innovation and Technology Government committee (U. K. Science, Innovation and Technology Committee, 2023) on Reproducibility and Research Integrity recommended that “Funders and universities should develop dedicated funding for the presence of statistical experts and software developers in research teams. In tandem, universities should work on developing formalised, aspirational career paths for these professions.” showing fledgling support for this idea at the highest level (U. K. Science, Innovation and Technology Committee, 2023).

I Conclusion

Recent socio-technical advancements have brought attention to the opportunities and needs surrounding research teams with diverse expert skills. Nevertheless, there is considerable work to be done to ensure that all individuals who make significant contributions to research teams are appropriately acknowledged and rewarded. TIRs are a unique facet of this problem, as positions dedicated to support research, but existing outside the typical researcher career structure. As a result, TIRs experience a lack of autonomy, have limited opportunities for career development, and face prejudice for deviating from the traditional academic credit system.

While acknowledging that there are significant challenges faced by TIRs in the current academic model, we highlighted three cases where there have been efforts to professionalise TIR profiles, thereby creating communities, recognisable standards in training, development opportunities, and collective advocacy: Research Software Engineers, Research Community Managers, and Research Application Managers.

Drawing from the successes and learnings of these examples, we suggest four system-level changes to address issues in the systems of reward and recognition available to TIRs, and their integration with the work and priorities of research academics. A summary of each proposal is provided below:

1. Shift the focus of academic research to appropriately value the process of the endeavour, not only the prestige of the outputs. Acknowledging that no output is necessarily final, we advocate for frequent or continuous public documentation (publication) of every stage of research, allowing for recognition of various contributions at each stage.
2. Expand the system for recognising contributions, going beyond the implementation of CRediT, by acknowledging contributions that are not visible in the form of authorship.
3. Create mechanisms for validating the quality and impact of non-journal outputs akin to peer review, noting that this will require infrastructural development in the delivery of review, and agreement on review standards for different output types.
4. Standardise and professionalise roles and pathways for career development, culminating in an academic career track which is distinct from the current “researcher” versus “non-researcher” dichotomy and, importantly, not restricted in the level of influence or reward achievable.

These proposals are offered at a time of increasing focus on increasing support for the open dissemination of research outputs (Concordat Working Group, 2016; Office of Science and Technology Policy, 2022; UNESCO, 2021), calls to improve the broader culture of academia (CIRRA, 2022; Wellcome Trust, 2020), improving the bureaucratic efficiency of academia (Independent Review of Research Bureaucracy, 2022), and the existing commitments to improve TIR positions (NCRIS, 2022;
If we seek to actualise the reform and ambitions of motions such as the San Francisco Declaration on Research Assessment (DORA, 2012), we must acknowledge that there is significant scope to modernise the culture and tools we use to recognise and reward contributions. Systemic changes that improve the access of TIRs to career satisfaction will impact the reward and recognition processes relevant to the entire academy, making room to acknowledge, value and celebrate more diverse contributions and contributors to research.
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Tension Between Theory and Practice of Replication

Erkan Buzbas¹,* , Berna Devezer², ³

A core problem that has been addressed in the scientific reform movement so far is the low rates of reproducibility of research results. Mainstream reform literature has aimed at increasing reproducibility rates by implementing procedural changes in research practice and scientific policy. At the sidelines of reform, theoreticians have worked on understanding the underlying causes of irreproducibility from the ground up. Each approach faces its own challenges. While the mainstream focus on swift practical changes has not been buttressed by sound theoretical arguments, theoretical work is slow and initially is only capable of answering questions in idealized setups, removed from real life constraints. In this article, we continue to develop theoretical foundations in understanding non-exact replications and meta-hypothesis tests in multi-site replication studies, juxtapose these theoretical intuitions with practical reform examples, and expose challenges we face. In our estimation, a major challenge in the next generation of the reform movement is to bridge the gap between theoretical knowledge and practical advancements.

Keywords: formal theory, scientific reform, reproducibility, replication, multi-site replications, meta-hypothesis

¹Also referred to as replicability in the literature.

The scientific reform movement that was propelled by exposing a scientific replication crisis has attracted interest of scholars spanning a wide range of disciplines from social and biomedical sciences to humanities and formal sciences. A core problem attacked has been low rates of results reproducibility¹ (given a result from an original study, the probability of obtaining the same result in replication experiments) in some scientific disciplines. We have argued elsewhere that first generation approaches have predominantly aimed at reforming scientific policy and practice to improve results reproducibility, at times based on hasty diagnoses of problems and normative implementations of procedural solutions (Devezer et al., 2021). This approach of reforming scientific practices via bureaucratic innovations (Penders, 2022) has effectively, if unintentionally, derailed the investigation of underlying causes of results reproducibility and deprioritized a rigorous theoretical foundation. We fear that this may have led to the illusion that fundamentally mathematical, complex issues can be solved with procedural fixes. Perhaps such mechanistic solutions may indeed help improve the efficiency of certain scientific processes (Petersen & Panofsky, 2023). But if we aim to address mathematical problems, the ability to identify and attack them as mathematical seems critical. For example, it should be clear that the true reproducibility rate of a true result in a sequence of exact replication studies with independent and identically distributed random samples can take any value on [0, 1] depending on the elements defining that study. Thus, we should not have a default expectation of high rates of reproducibility or assume that low reproducibility is indicative of false discoveries (Buzbas et al., 2023). A designation of crisis could as well point to a problem with our expectations. How do we calibrate our expectations from replication studies, especially regarding reproducibility rates?

As statisticians, explanations and solutions that we deem satisfactory for a procedure require clear and precise reporting about models and analyses. In contrast, many high-profile,
multi-site replication studies reporting on results reproducibility fail to even state the statistical model under which inference is made (e.g., Klein et al., 2018; Open Science Collaboration, 2015). We would be in a precarious position to interpret any results or make statistical recommendations without providing a statistical model and tight theoretical reasoning for it. Such precision is not trivial or merely decorative. As many analyst studies (Breznau et al., 2022; Silberzahn et al., 2018) show with striking clarity, our inference depends on and may drastically vary with the statistical models we assume.

On the other hand, precision is useless without theoretical understanding. As John von Neumann said: “There’s no sense in being precise when you don’t even know what you’re talking about.” So not only do we need precise reporting of model specification but also a statistical understanding of its assumptions, performance, and implications. In this sense, there is a growing tension between the practical and theoretical foci in science reform, and from a theoretical perspective, there is a lot of room for improvement with regard to the rigor of statistical reasoning in the first generation reform literature. Such theoretical reasoning stands to provide much needed clarity and precision in making sense of the practical advances the reform movement has brought about. However, there are outstanding challenges on the theory side of things as well.

In this article, we aim to provide insight into the process of thinking about some key statistical issues regarding the reproducibility of scientific results, particularly in current big team applications of multi-site replication studies. We strive to expose what it takes to make precise statistical statements, what kind of questions are raised and need to be addressed on the way, and why this matters. Key points of theoretical exposition are the importance of distinguishing between exact and non-exact replications, and their proper statistical treatment in the analyses of replication data. We believe that a strong theoretical understanding of non-exact replications should inform our interpretation of results reproducibility in replication studies. We further evaluate the consequences of this distinction on testing meta-hypotheses in large-scale multi-site replication studies using well-established statistical theory. Our treatment will hopefully make clear what exactly can be gained by stronger theoretical foundations in science reform moving forward. Finally, as a next generation challenge, we propose the daunting yet necessary interdisciplinary work of bringing the theory and practice closer together.

### Distinguishing between exact and non-exact replications

We set out to work with an idealized version of the real-life problem regarding the divergences between replication studies and the originals. An idealized study comprises background knowledge, an assumed statistical model, and statistical methods to analyze a sample, which is generated under the true model independent of all else (Devezer et al., 2021). A result is a function from the space of analysis to the real line. To evaluate the reproducibility rate of a result obtained from a sequence of studies, all replications must randomly sample the same sampling distribution of results. This is guaranteed if a sequence of replication studies are exact replications, that is, only the random sample is new across the replications. Statistically, the best way to assess whether a given result from one study is reproduced in its replications is by the relative frequency of that result in all replication studies. A major value of this idealization is advancing understanding of the theory of results reproducibility under exact replications.

In practice, this idealized setup is unrealistic, given uncontrollable sources of variability across replications. No sensible person would argue that they have replicated another study exactly, except perhaps under rare, extremely well-controlled studies. The main issue is that we expect the natural phenomenon represented to be distorted by specific conditions contributing to the design in different ways because every controlled study imposes constraints of its own. Some concrete evidence showing this comes from purpose-built and performed large-scale replication studies. These studies have not been able to fix the design parameters so as to perform exact replication studies of each other. Examples of variations in study parameters purported to be replications of each other may include:
studies sampling only subsets of populations (i.e., non-random sampling of a larger population),
unequal sample sizes,
missing data of different kinds,
differences in sampling methods,
differences in post-processing of data,
differences in statistical analysis methods.

Therefore, with the exception of specialized studies where extremely well-controlled designs involving few random variables can be implemented—such as in particle physics—we argue that exact replication experiments are unlikely to be operationalized in daily science. Consequently, the sampling distribution of the results in replication studies will differ from that of the original study or from each other, and drawing conclusions about result reproducibility becomes a challenging problem. Leaving aside the (perhaps more important) issue of why the sampling distributions differ from each other, how they differ from each other becomes the primary objective to understand if we are to study results reproducibility properly. Hand-waving at a sequence of non-exact replications as "conceptual replications" and claiming to test the generalizability of an underlying effect won't do as it is begging the question. Therefore, to develop a broad theory of results reproducibility, we must work with a sequence of not-necessarily-exact replications, and treat the case of exact replications as a special case.

Unfortunately, for non-exact replications, we have very limited theory. What we know can be summarized as follows. A sequence of replication studies can be treated as a proper stochastic process. If all the elements of replication studies are exactly equivalent to each other except the sample generated under the true model, then the case of exact replications can be treated as a special case, yielding a single sampling distribution of reproducibility rate. When replications are non-exact, there is no single true reproducibility rate for results from all studies and therefore, no single sampling distribution of reproducibility rate. The mean of the process, then, becomes the target, but it needs to be interpreted carefully (see Buzbas et al., 2023, for more information).

A critical matter is that theoretical conclusions about reproducibility depend on the choice of the result, and hence the mode of statistical inference in studying results reproducibility. Harking back to L. J. Savage, we believe that the result needs to be "as big as an elephant" to allow for generalizability of conclusions. The least useful mode of statistical inference to study results reproducibility is the null hypothesis significance test under the frequentist approach due to its inflexible interpretation of results probabilistically (e.g., cannot talk about probability of a result unconditional of a hypothesis) and its forced dichotomization of results in hypothesis testing (e.g., reject or fail to reject). These properties obscure the measurable quantitative signal in studies of reproducibility, thereby decreasing the resolution in results which could be used to understand the mechanisms driving irreproducibility. If there exists a problem of result reproducibility in hypothesis testing, it will likely exist under other major modes of inference such as point estimation, interval estimation, model selection, and prediction of future observables.

An efficient way to investigate results reproducibility information theoretically is under a more mathematically refined mode of inference than null hypothesis significance testing. Estimation theory is the best understood mode of statistical inference, equipped with most well-established theorems. It is our safety net. Based on estimation theory, model selection is a challenging but ultimate target in modern statistics (as well as in Devezer et al., 2019).

Now that we have laid out our foundations, let us turn to the theoretical challenges that arise when trying to understand results reproducibility from non-exact replications.

Evaluating the results from non-exact replications with respect to results reproducibility

In this section we discuss the problem of evaluating results reproducibility from replication studies. Our perspective involves reference to the true data generating mechanism M_r, which we assume exists and we would like to operate under. For convenience and purposes

If M_r does not exist, we chase a moving target. There are some tools of mathematical statistics to study these cases (see for example M-open versus M-closed discussion in Bernardo and Smith, 2000 and references therein), but these are out of our scope for the treatment of results reproducibility.
of illustration, we assume a linear model with additive errors \( M_T := \{ Y|X_r \beta_T = X_r \beta_T + \epsilon \} \), which is well-studied and accommodates common research studies. Here, \( Y \) is an \( n \times 1 \) vector of response variables, \( X_T \) is an \( n \times p \) matrix of predictors (e.g., design matrix in experiments), \( \beta_T \) is an \( p \times 1 \) vector of model parameters, and \( \epsilon \) is a \( n \times 1 \) vector of stochastic errors. It is convenient to assume zero mean, constant variance, and uncorrelated errors, which are collectively known as the ordinary least squares (OLS) assumptions. Often, a full model specification is required for analysis, so these assumptions are augmented with normal distribution of errors. Thus, \( M_T \) is an exactly determined representation of a natural phenomenon of our interest or in other words, the target true data generating mechanism. In practice, we may not know the space on which \( M_T \) exists. It is worth mentioning that only if the set of models considered by a researcher includes \( M_T \), we can hope to study results reproducibility of true results. More precisely, we should be able to include \( M_T \) in our consideration of data generating mechanisms with possible null values for some parameters. Here, we assume that we can satisfy this assumption. However, we invite the reader to ponder how challenging it is to satisfy this assumption in practice. For the discussion below, we also define \( M_0 \), the assumed model in the original (first) study, and \( M_R \), the assumed model in a subsequent replication study.

Hypothetically, in an ideal study there should be no intervention by the study which distorts the data generated by \( M_T \). If the study assumes that it is operating under \( M_T \) as the data generating mechanism, the model is correctly specified and the solution \( \hat{\beta}_T = (X_T^T X_T)^{-1} X_T^T Y \) are best linear unbiased estimators. Almost all statistical inferential goals require some version of beta under linear models. Therefore, without loss of generality, here we set it as an example of a target result.

We believe that the hypothetical scenario of no intervention by a study is not realistic to evaluate results reproducibility from a sequence of studies because it requires the equivalence of \( M_T \), \( M_0 \), and \( M_R \), and so on for other replication studies. This equivalence means that all variables that are indeed in \( M_T \) are included in \( M_0 \) and \( M_R \), and no variable that is not in \( M_T \) are excluded in \( M_0 \) and \( M_R \). Again, in practice any study introduces its constraints on the data generating mechanism—see the list in the preceding section for some examples of constraints. If we proceed on this assumption, then \( M_0 \) is likely not equivalent to \( M_T \). So we ask: In which aspects \( M_0 \) differ from \( M_T \)? Naturally, we also ask: In which aspects \( M_R \) differ from \( M_0 \)?

A reviewer has raised the question of why \( M_T \) needs to be invoked at all to compare results reproducibility from \( M_0 \) and \( M_R \), since they do not involve \( M_T \) directly, with good reason. That is, it is sufficient to assess whether \( M_0 \) and \( M_R \) are equivalent without reference to \( M_T \). This assessment is fair but it invites further difficulties of statistics to the study of results reproducibility. \( M_0 \) equivalent to \( M_R \) but not equivalent to \( M_T \) is the case of inference from replications under model misspecification. We defer discussing some of the issues related to this case to the end of this section drawing from a broader lore of mathematical statistics. In the next paragraph, we briefly focus on the consequences of all three models being different from each other on estimates.

We assume that the original study includes only some of the variables that are indeed in \( M_T \), and also includes some variables that are not part of \( M_T \) in the assumed model. The relevant matrix of predictors (e.g., design matrix) which we denote by \( X_0 \) in the assumed model \( M_0 \) has now changed. If it is correctly identified, this study operates under the data generating model \( M_0 := \{ Y|X_0 \beta_0 = X_0 \beta_0 + \epsilon \} \), and the solution for OLS estimates in \( M_0 \) is now \( \hat{\beta}_0 = (X_0^T X_0)^{-1} X_0^T Y \). There is no convincing argument to assume that \( M_0 \) is equivalent to \( M_T \). Thus, \( \hat{\beta}_1 \neq \hat{\beta}_0 \) implying that \( \hat{\beta}_1 \neq \hat{\beta}_0 \) given the same data. Even if \( M_0 \) is equivalent to \( M_T \), it is more likely for the replication studies in the sequence to generate data under models different than \( M_T \) or \( M_0 \) via the process of inclusion and exclusion of variables and due to examples of variations listed in the previous section. Let the assumed model (if identified correctly) in a replication study be \( M_R := \{ Y|X_R \beta_R = X_R \beta_R + \epsilon \} \), and the solution for OLS estimates

Note that we have already made the simplifying assumption of operating in a universe of linear models. In reality, the functional form of the relationship among variables is another factor that can vary across \( M_T \), \( M_0 \), and \( M_R \).
in \( M_R \) is now \( \hat{\beta}_R = (X_R'X_R)^{-1}X_R'Y \). Thus, \( \hat{\beta}_T, \hat{\beta}_R \), and \( \hat{\beta}_R \) are not equivalent estimates even when they see the same data.

For the case where \( M_O \) and \( M_R \) are equivalent to each other but different from \( M_T \), we would have \( \hat{\beta}_O = \hat{\beta}_R \), and we can assess the reproducibility rate of a specific result since we have exact replications. Assuming the number of studies all under \( M_O \) increases, the estimated reproducibility rate converges to the true reproducibility rate of the specific result. The problem with this rate is that it is the true reproducibility rate of a false or true result obtained under the misspecified model \( M_O \). There is no systematic approach that can tell how the misspecification affects the truth or falsity of the obtained result. That is, even if we assume that \( M_O \) is close enough to \( M_T \) to pass, say a pre-determined criterion model-wise, we do not have a theory that would guarantee that the reproducibility rate of a specific (true) result obtained under \( M_O \) would be close to the reproducibility rate of the same type of result obtained under \( M_T \). The closeness of the models does not guarantee the closeness of the reproducibility rates of all results and the relationship is often a function of the result and the type of the model mis-specification itself. In other words, we cannot tell what rate of reproducibility to expect for a given result under model misspecification unless we study the particular kind of misspecification in a given context. Nor can we tell what a successful or failed replication means exactly. If, however, a theory of dependence between reproducibility rate of results under correctly specified models and misspecified models can be built, then the condition of direct equivalence of \( M_T \) and \( M_O \) can be bypassed. Building such a theory would require measuring the discrepancy between \( M_T \) and \( M_O \) which still requires knowledge of \( M_T \) to some extent. The consequences of model misspecification are often case specific, and strong results for broad classes of models have been elusive to frustration of statisticians. This issue is beyond the scope of this paper and by invoking \( M_T \) as our target, we believe that we can have a more fruitful first step in discussing results reproducibility, at least at this early theoretical stage of the field.

A simple example to show drastic effects of non-exact replications

Let us assume that the true model is \( M_T := E(Y|\beta_T) = \beta_T \), that is a one-parameter model with no predictors. Our interest is to estimate the population mean \( \beta_T \) using the sample \( Y_1, Y_2, \ldots, Y_n \) independently generated under the assumed model in the original study \( M_O := E(Y|\beta_O) = \beta_O \). As we have indicated in general \( \beta_O \neq \beta_T \). Without loss of generality, let us define a very simple relationship \( \beta_O = \beta_T + c \), where \( c \neq 0 \) is some constant. The best estimator of the population mean is the sample mean and so we use the estimator \( \hat{\beta} = n^{-1}\sum Y_i \). However, we quickly realize that \( E(\hat{\beta}) = E(Y|\beta_O) = \beta_O = \beta_T + c \). Thus, the sample mean obtained in the study with assumed model \( M_O \) is a biased estimator for the true population mean of interest \( \beta_T \) under the true model. And it gets worse. We also quickly realize that by weak law of large numbers \( \hat{\beta} \) is a consistent estimator of \( \beta_T \) the population mean from which the sample is drawn and \( \beta_T = \beta_O - c \) implies that the probability \( P(|\hat{\beta} - \beta_T| > \delta) \) does not converge to 0 for any small \( \delta > 0 \) as the sample size increases. Thus, the sample mean of the data obtained in the study with assumed model \( M_O \) is also an inconsistent estimator for the true population mean of interest \( \beta_T \) under the true model. An immediate implication of this argument is on the choice of sample size as the divergent factor between a true model, an original study, and its replications. To assess the reproducibility of a given result, the result must be obtained from studies with equal sample sizes across original and replication studies and identical methods must be applied to arrive to a result. Researchers in practice might be tempted to increase the sample size in a replication (e.g., for higher statistical power as a better standard to meet). However, larger sample sizes do not necessarily imply that true results will be more reproducible. To extend the theoretical example given above, we consider testing the true hypothesis \( \beta_T = 0 \) using intervals \( \hat{\beta} \pm SE(\hat{\beta}) \), where \( SE(\hat{\beta}) \) is the standard error of the sampling distribution of \( \hat{\beta} \). The reproducibility rate defined as the proportion of the number of true results to the number of total results in a sequence of studies decreases with larger sample sizes, converging to zero (Figure 1). This
leads to a dilemma: Do we strive to conduct very few replication studies but making them as exact as possible at a great expense of resources because we know how to interpret their results theoretically, or do we try and run studies that are non-exact even if we do not quite understand what the implications of this non-exactness may be?

We conclude that to connect the results of non-exact replication studies, we need theoretical results on how non-exact they are and what the exact effect of non-exactness is on the results. Once again, hand-waving at perceived closeness or likeness will further obscure our vision and make it more difficult to properly interpret the replication results. In Buzbas et al. (2023), we show how easily true or false results can be made more or less reproducible with small perturbations in study design.

Many analyst studies (e.g., Breznau et al., 2022; Hoogeveen et al., 2022; Silberzahn et al., 2018) provide an example of how this type of non-exactness may play out in practice. In these studies, independent research teams are given the same data set and asked to perform analyses to test a given scientific hypothesis. What is striking is that not only inferential procedures but also assumed models vary greatly across analysts, resulting in a range of results not necessarily consistent with each other. Note that these studies use the same data set that samples a given population. In non-exact replication studies, inference is performed from independent data sets often sampling different populations. Also worth noting is that the many analyst results confirm our earlier point about the weakness of focusing on hypothesis tests instead of a more generic modeling framework.

**Figure 1** The reproducibility rate of a true result in a hypothesis test decreasing with increasing sample size. The (true) null hypothesis is $\beta_T = 0$, where $\beta_0 = \beta_T + c$ and $c > 0$ is a constant.
Studies for testing meta-hypotheses under non-exact replications

As a more advanced example to show how the points we presented might affect the conclusions about results reproducibility in multi-site replication studies, we consider the following models for testing meta-hypotheses, in multi-site studies (e.g., author involvement effect tested in Many Labs 4, Klein et al., 2022). For the ith observation, we define $g(u_i, v_i)$ as a function of $1 \times p$ vector of predictors such that $u$ are variables associated with the meta-hypothesis (e.g., varying on larger experimental units) and $v$ are variables associated with the original predictors (e.g., varying on smaller experimental units) of the study (Jones & Nachtsheim, 2009). The matrix of predictors $X^*_i$ has ith row as $g(u_i, v_i)$. Due to two levels of the study, stochastic error must now conform not only the errors within each replication, but also the errors associated with meta-hypothesis. For the meta-hypothesis case, we have $Z_\eta i$ where $Z$ is $n \times k$ of indicator functions whose $k^{th}$ element is 1 (e.g., for a level of meta-hypothesis) and others 0, and $\eta$ is $k \times 1$ vector of normally distributed errors with 0 mean and $\sigma^2_\eta$ variance. For replications we have $\epsilon$ is $n \times 1$ normally distributed errors with 0 mean and $\sigma^2_\epsilon$ variance for each observation. Assuming additive errors as before, we have $Z_\eta i + \epsilon$ for stochastic errors, and $\eta_i$ and $\epsilon_j$ are assumed to be uncorrelated for all observation pairs $(i, j)$. The true model generating the data is $M_{i^*} := \{Y|X^*_i, \beta^*_i, Z_\eta i + \epsilon\}$. Parallel to the argument leading to $M_0$ from $M_{i^*}$, the feasible generalized least squares estimates in an original study $M_{i^*}$, is $\hat{\beta}_{i^*} = (X^*_i, \hat{\Sigma})^{-1}X^*_i, \hat{\Sigma}^{-1}Y$, where $\Sigma = \sigma^2_\eta ZZ + \sigma^2_\epsilon I$, is the covariance matrix. $\Sigma$ is often unknown. It is estimated by sample variances at the meta-hypothesis and replication variables levels, assuming that the replications are exact.

The estimator $\hat{\beta}_{i^*}$ clearly shows why non-exactness of replications will exacerbate errors in estimates in larger models such as those used in testing meta-hypotheses. The reason is that larger models often require nuisance parameters also to be estimated in addition to parameters of interest. Even if we take the best approach to inference, the non-exactness of the replication will be reflected on multiple estimates resulting in undesirable estimators.

For our example, to obtain the estimate of interest $\hat{\beta}_{i^*}$, we also need to obtain $\hat{\Sigma}$. The method of estimation for $\Sigma$ (e.g., restricted maximum likelihood or Bayes) will inevitably use $X^*_i$, and the properties of $\Sigma$ will be affected by non-exactness of replications. This leads to biased estimates. Hence, non-exactness of replications casts more doubt on the inferential results of large models such as meta-hypothesis tests.

Many Labs 4 (Klein et al., 2022) provides a case study. The original hypothesis being tested over replications is the mortality salience effect and the experimental units are individual research participants; the meta-hypothesis being tested is the effect of original authors’ involvement where experimental units are participating labs. The replications are non-exact in many ways from populations being sampled to unequal cell and sample sizes, from variations in in-house protocols to unequal block sizes. All of these factors likely bias effect size estimates in unpredictable ways. Considering the fact that inference is not made under a model that accounts for the randomization restriction and hierarchical experimental units in the actual experimental design, the results become even harder to interpret. The theory tells us what conclusions cannot be supported by the design and the analysis but it does not tell us what conclusions can be justified; that is, until that theory is advanced specifically for such cases.

Conclusion

We can clearly use mathematical statistics to advance our theoretical understanding of replications and results reproducibility under idealized conditions. This approach requires meticulous, persistent, and rigorous mathematical work that aims at theoretical clarity and precision. Nonetheless reality and scientific practice always impose new constraints on the problems at hand and as a result, oftentimes whenever theory meets reality, its reach falls short.

We know a lot about the consequences of exact replications yet we also know that exact replications are hard to achieve. In practice, we might think that even if we cannot perform exact replications, controlled lab conditions can approximate the ideal conditions assumed by statistical theory. This is a strong assumption
that often gets violated. First, the effect of sampling different populations in replications cannot be remedied by randomization. Second, an approximation is a statement about a quantity approaching to another quantity in a precise mathematical way. It is not some haphazard likeness that we do not know how to define or verify. The mathematical approximation can be measured with precision but the perceived likeness of studies cannot. For example, for the sample mean, we know that the variance of its sampling distribution decreases with the inverse of the sample size linearly and we can measure the performance of this approximation in an analysis, data point per data point if need be. We would be challenged, however, to show how much a given replication study approximates an original study with respect to a reasonable measure in a statistical sense. The theory for measuring such closeness or likeness does not yet exist. Hence, our theoretical knowledge of exact replications is of little direct use for practice and for a thorough understanding of real life non-exact replications, we lack as rigorous a theory.

Mainstream scientific reform movement has focused on procedural and bureaucratic solutions (e.g., preregistration, data and code sharing) as well as reforms in scientific policy (e.g., reducing publication bias via registered reports). As we alluded to earlier, these developments are often focused on urgent action and are not always grounded in theoretical understanding. In the same period, some progress has been made toward building theoretical foundations of metascience by our own work and others’ (Bak-Coleman et al., 2022; Fanelli et al., 2022; Smaldino & McElreath, 2016), albeit in the margins of reform. Such theoretically guided approaches, on the other hand, are constrained by the scope of the idealizations involved and may not readily translate to scientific practice. As theoreticians our job does not end with developing rigorous theory. We also strive to reach a “post-rigorous” stage, as mathematician Terence Tao observed, where we have grown comfortable enough with the rigorous foundations of metascience so that we finally feel “ready to revisit and refine [our] pre-rigorous intuition on the subject, but this time with the intuition solidly buttressed by rigorous theory” (Tao, 2007). Theoretical work is still in its early stages of development and needs to continue. At the same time, another major challenge arises for the next generation of reform: How do we bridge the gap between theory and practice?
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Reputation Without Practice?
A Dynamic Computational Model of the Unintended Consequences of Open Scientist Reputations

Maximilian Linde\textsuperscript{1,2}, Merle-Marie Pittelkow\textsuperscript{1,3}, Nina R. Schwarzbach\textsuperscript{4}, Don van Ravenzwaaij\textsuperscript{1}

Practicing open science can have benefits for the career prospects of individual researchers or labs through higher quality work and increased chances of publication. However, being an outspoken advocate of open science might also indirectly benefit individual scientific careers, in the form of status in a scientific community, decisions for tenure, and eligibility for certain kinds of funding. Therefore, it may be profitable for individual labs to appear to engage in open science practices, without actually putting in the associated effort or doing only the bare minimum.

In this article, we explore two types of academic behavior through a dynamic computational model (cf. Smaldino & McElreath, 2016) of an academic community that rewards open science: (1) practicing open science and/or (2) advocating open science. Crossing these two types of behavior leads to four different kinds of labs and we examine which of them thrive in this academic community. We found that labs that practice and advocate open science dominate in a scientific community that values open science. Implications of the model results are discussed.

Keywords: computational model, cultural evolution, metascience, open science, reform

Initiatives to improve science often follow times of crisis. For example, the open science (OS) movement originated from a crisis in psychology, referred to as replication crisis, crisis of credibility, confidence, or reproducibility (Spellman et al., 2018; Pashler & Wagenmakers, 2012; Baker, 2016; Ioannidis, 2005; Open Science Collaboration, 2015; Simmons et al., 2011; Wagenmakers et al., 2012; Fiedler, 2011). Broadly speaking, the OS movement aims to make the scientific process more transparent, accessible, and reproducible. Practices associated with this movement (OS practices) include preregistration and the use of registered reports to reduce researcher’s degrees of freedom (Munafò et al., 2017; Chambers, 2013), protocol, data and code sharing to improve reproducibility and replicability (National Academies of Sciences, Engineering, and Medicine, 2019), and the use of preprints and open access publishing to increase the dissemination and accessibility of research findings (McKiernan et al., 2016; Mikki, 2017). Incentives such as “OS badges” rewarding openly sharing data or material (Kidwell et al., 2016), and preregistration (https://osf.io/tvyxz/) advertise and identify “trustworthy” research (Schneider et al., 2020). More recently, additional badges for open access publication, open code, open source, and open science grants have been proposed (Guzman-Ramirez et al., 2023).

There is wide-spread agreement that adopting OS practices has advantages for both science at large as well as the individual researcher (Allen & Mehler, 2019; McKiernan et al., 2016; Markowetz, 2015). Researchers are encouraged to use OS practices to advance their career by increasing their citation
Take-home Message

Labs that practice open science (e.g., preregistration, registered reports, sharing data, materials and codes, and open access publishing) and advocate open science (e.g., through social media) thrive in a scientific community that values open science. At the same time, “quick-and-dirty” science is still prevalent, as evidenced by high false positive and false discovery rates. Based on the specific assumptions of our model, our results suggest that labs that practice and advocate open science are dominating in a scientific community that values open science. These results are encouraging to those who feel practicing open science “is not worth it”: in addition to benefits to science at large, our results suggest engaging with open science can benefit individual researchers if open science is sufficiently rewarded.

Evolution of Bad Science

The original methods to build the evolutionary model are reported in Smaldino and McElreath (2016), and a detailed explanation is provided in Box 1. In short, the model starts with a population of $N = 100$ labs that conduct research, publish papers, and gain rewards based on the number of publications and their associated value. Each lab is characterized by: (1) power $W$, the ability/probability of a lab to positively identify a true effect; (2) replication rate $r$, the probability of conducting a replication; (3) effort $e$, the amount of time a lab spends on conducting a study; and (4) false positive rate $\alpha$, the probability that a lab incorrectly claims an effect (in statistical testing referred to as the significance level).

Variation in these four characteristics leads to variation in fitness of the labs, which determines which labs “die” (e.g., a principal investigator no longer has any students or funding and as a result decides to leave academia) and which labs “reproduce” (e.g., a prolific PhD-student from a successful lab starts a lab of their own) to create offspring labs. Survival of the labs depends on payoffs that they receive for publishing research projects. At each time step, each lab either initiates a new investigation or not. The new investigation can be either a replication study or not. Results of a new investigation can be negative (−) or positive (+),
Box 1: Evolution in Smalidino and McElreath (2016)

Evolution Characteristics

Evolution takes place over many time steps in the model (i.e., 100,000 in Figure 3 and 1,000,000 in Figures 4 and 5 of Smalidino & McElreath, 2016). At time step 1, the simulations are initialized with lab characteristics $W = 0.8$, $r = 0.01$, and $e = 75$ for each lab.

Probability and Type of Investigation

The probability that a lab launches a new investigation ($h$) at a given point in time depends on $\eta$ (the influence of effort on productivity) and $\xi$ of the corresponding lab:

$$h(e) = 1 - \eta \log_2(e).$$  \hspace{1cm} (1)

If the lab initiates a new study at a given time step, it is a replication study with probability $r$, which varies across labs; it is a novel study with probability $1 - r$.

Probability of Obtaining a Positive Result

If the new study is a novel study, the underlying hypothesis is true with probability $b$, which is fixed at $b = 0.1$ for all time steps and labs; the underlying hypothesis is false with probability $1 - b$. If the underlying hypothesis is true, the lab observes a positive novel finding with probability $W$, which varies across labs; if the underlying hypothesis is false, the lab observes a positive novel finding with probability $\alpha$, which varies across labs.

Probability of Publishing and Payoff

A positive novel finding will be published with probability $C_{\text{pub}} = 1$. If the positive novel finding is published, the corresponding lab receives a payoff of $V_{\text{pub}} = 1$ that is added to the already accumulated payoff. A negative novel finding will be published with probability $C_{\text{pub}} = 0$. If the negative novel finding is published, the corresponding lab receives a payoff of $V_{\text{pub}} = 1$ that is added to the already accumulated payoff. Any published novel finding (i.e., both positive and negative) will be added to the literature and is therefore available as a target for replication by other labs.

If the new study is a replication study, a hypothesis is randomly chosen from the literature (i.e., from the collection of studies that were already conducted by other labs). If the underlying hypothesis of the original study is true, the lab observes a positive replication finding with probability $W$, which varies across labs; if the underlying hypothesis of the original study is false, the lab observes a positive replication finding with probability $\alpha$, which varies across labs.

A positive replication finding will be published with probability $C_{\text{pub}} = 1$. If the positive replication finding is published, the corresponding lab receives a payoff of $V_{\text{pub}} = 0.5$ that is added to the already accumulated payoff. Moreover, the lab that originally investigated the hypothesis receives a payoff of $V_{\text{rep}} = 0.1$ that is added to the already accumulated payoff. A negative replication finding will be published with probability $C_{\text{pub}} = 0$. If the negative replication finding is published, the corresponding lab receives a payoff of $V_{\text{pub}} = 0.5$ that is added to the already accumulated payoff. Moreover, the lab that originally investigated the hypothesis receives a payoff of $V_{\text{rep}} = -100$ (a penalty) that is added to the already accumulated payoff.

Evolution Dynamics

At each time step, the mean of $W$, $\alpha$, and $e$ across labs, and the false discovery rate (FDR) are calculated. FDR corresponds to the proportion of false positive findings among all positive findings across labs at a given time step. However, data is only collected (written to a file) every 2,000 time steps.

After every time step, an evolution step takes place in which one lab “dies” and one lab “is born.” To determine the dying lab, $d = 10$ labs are randomly selected, of which the lab with the highest number of active time steps dies. If multiple labs tie, one is chosen at random. To determine the lab that procreates, $d = 10$ labs are randomly selected, of which the lab with the highest payoff reproduc. If multiple labs tie, one is chosen at random.

The offspring lab inherits the characteristics from the reproducing lab. However, the inherited characteristics are allowed to mutate. All characteristics ($C, \alpha, W$) mutate with a probability of $\mu = 0.05 = 0.01$. If characteristics do mutate, the new value is $X' = X + \epsilon$, where $X$ corresponds to the old value of the characteristic and $\epsilon$ to either 0.01 for $r$ and $W$ or 1 for $e$. If this mutation process exceeds a boundary of the allowed range ($0, 1$) for $r$ and $W$; $[0, 100]$ for $e$, the corresponding boundary is used as the new characteristic value.

Lastly, if labs publish novel studies, they are added to the literature. The size of the literature is limited to 1,000,000 hypotheses. If the number of hypotheses in the literature exceeds 1,000,000, the oldest hypotheses are removed until the number of hypotheses in the literature is 1,000,000 again.

which determines their probability to be published. The payoff for a published result $V$ depends on whether it is a novel (N) or a replication (R) study and whether its outcome is negative (−) or positive (+).

I Extension

We extended the model of Smalidino and McElreath (2016) by differentiating between labs that do or do not practice OS and between labs that do or do not advocate OS, yielding four types of labs (see Table 1).

The four lab types were initially represented in equal proportions (i.e., at time step 1). When a lab reproduced, the offspring lab automatically inherited the lab type from the reproducing lab. To have enough labs of each category, we increased the number of labs from $N = 100$ to $N = 400$.

We made the following assumptions about the impact of practicing OS on the survival of labs:

1. Practicing OS leads to higher workload ($e$).

   The practice of OS requires more work and time compared to closed science (Hostler, 2023). New skills and knowledge need to be acquired and the research process involves additional steps, such as pre-registration, data and code cleaning, and additional administration (e.g., drafting openness agreements Hostler, 2023). Indeed, practicing OS is associated with an increase in workload, work-related stress, and longer time to completion of a research project (Sarafoglou et al., 2022; Toth et al., 2021). Seen as “increasing effort decreases the productivity of a lab, because it takes longer to perform rigorous research” (Smalidino & McElreath, 2016, p. 6), we reasoned that labs that practice OS should have a higher $e$ than labs that do not practice OS. If, for instance, a traditional study were to take 400 work hours to be completed, we assumed that practicing OS would add 20 hours. This translates into a 5% increase in effort for OS studies (i.e., $(400 + 20)/400 = 1.05$). We believe this to be a conservative estimate of the increase in $e$.

2. Practicing OS increases the probability of publishing negative novel findings ($C_{N\text{-}}$).
The proportion of published findings with statistically non-significant results is higher for registered reports (60.5%; Allen & Mehler, 2019) or preregistered studies (52%; Toth et al., 2021) compared to traditional research, with estimates ranging from 0% to 20% (e.g., Allen & Mehler, 2019; Fanelli, 2012). In what follows, we take the liberal estimates: 60% of non-significant OS studies get published and 20% of non-significant traditional studies get published. Assuming the same absolute number of published significant studies in both fields, this means that for every eight statistically significant traditional studies two statistically non-significant traditional studies get published (80% vs 20%); and for every eight statistically significant OS studies twelve statistically non-significant OS studies get published (40% vs 60%). Taking the ratio of statistically non-significant OS studies to statistically non-significant traditional studies, we find that for every non-significant traditional study that gets published, six non-significant OS studies get published. In the original model, the probability of publishing a novel non-significant finding was $C_{N_+} = 0$. In our extension, we increased this to $C_{N_+} = 0.05$ for traditional studies. To incorporate the six-to-one ratio of non-significant studies between traditional and OS, we set $C_{N_-} = 0.3$ for OS studies.

3. Practicing OS leads to papers that are rewarded more ($V_{N_+}, V_{N_-}, V_{R_+}, V_{R_-}$).

Citation advantages have been observed for several OS practices. In a systematic review, Langham-Putrow et al. (2021) identified 64 studies that claim a citation advantage, 37 studies that do not claim a citation advantage, 32 studies that claim a citation advantage in some subfields, and one inconclusive study (see Table 1 in their article). We used these numbers to approximate a value for the citation advantage. We only considered the 64 studies that claim an effect and the 37 studies that do not claim an effect. We assumed that the number of citations for OS papers and non-OS papers come from two Normal distributions. Let $X$ be a random variable of $N_{OS} \sim \mathcal{N}(c, 0.1)$ and let $Y$ be a random variable of $OS \sim \mathcal{N}(c, 0.1)$. Through numerical optimization, we found $c$ such that $P(Y < X) = 64/(37 + 64)$. We found an optimal value of $c = 1.0483$, which led to a citation advantage of:

$$\frac{c - \mu_{NOS}}{\sigma} + 1 = \frac{1.0483 - 1}{0.1} + 1 = 1.483$$

(2)

We found a 48.3% (i.e., 1.483) citation advantage and used this value in our extended model. Note that this is a non-parametric approach to converting the 64 studies that claim an advantage and 37 studies that claim no advantage into a numeric value. Note also that in this approach, the 37 no-advantage studies are operationalized as OS studies being disadvantaged in terms of citation rate.

We made the following assumptions about the impact of advocating OS on the survival of labs:

1. Advocating OS leads to spending more time advocating (e.g., on Twitter) and less time doing research ($\eta$).

Advocating OS might lead to less available time for doing research because some proportion of the work time is spent profiling oneself (e.g., posting on Twitter). Therefore, labs that advocate OS had a higher $\eta$ than labs that do not. We assumed that labs that advocate OS spend two hours of their work time per week (40 hours) on social media.
It does not matter to the model how much additional time they spend on social media in their free time. We therefore believe that $\eta$ increases by 5% when advocating OS (i.e., $40/(40 - 2) = 1.05$).

2. Advocating OS leads to papers that are rewarded more ($V_{N+}$, $V_{R+}$).

We assume that publications from labs that advocate OS are rewarded more because they might be read and cited more often. For example, papers that are shared on Twitter (as done by many OS advocates) have a citation advantage over papers that are not shared (Ladeiras-Lopes et al., 2021). We did not find studies specifically focusing on the citation advantage for sharing OS papers on Twitter or other platforms, so we decided to use a heuristic of equating the payoff advantage for labs that advocate OS with the payoff advantage for labs that practice OS (see above; i.e., 48.3%).

The parameter values of our model extension are summarized in Table 2. To make sure our results are robust and not contingent on specific choices for parameter values, we included two additional parameter values for each parameter and ran the factorial combination of each of these as sensitivity analyses (see Table 2). The parameter values of the sensitivity analyses are always 50% and 150% of the difference between the main parameter values and the reference parameter values.

As a primary result, we collected data on which lab type(s) survive over time and which die out in a world where everyone “plays the game”. Specifically, we investigated in what proportions the lab types are present over time: Which lab type(s) is/are most successful within the academic community? As a secondary result, we collected similar data as Smaldino and McElreath (2016) about the mean $e$, mean $\tau$, mean $\alpha$, FDR, and mean $W$ across all lab types. For our simulations, we kept $e$ fixed within lab type (see Table 2).

To reduce the computation time of the simulations, we used a maximum literature size of 100,000 instead of 1,000,000. Moreover, we simulated over 1,000,000 time steps. We sampled every time step for iterations between 1 and 1,000 iterations, every 10th time step for iterations between 1,000 and 10,000, every 100th time step for iterations between 10,000 and 100,000, and every 1,000th time step for iterations between 100,000 and 1,000,000.

Further Exploration

We ran an additional set of simulations that incorporated a few more changes to the computational model. First, we reasoned that the payoff for negative novel studies (i.e., $V_{N-}$) should probably not be as high as the payoff for positive novel studies (i.e., $V_{N+}$). In an attempt to

<table>
<thead>
<tr>
<th>Par.</th>
<th>Practice: advocate</th>
<th>Practice: not advocate</th>
<th>Not practice: advocate</th>
<th>Not practice: not advocate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>{0.205, 0.210, 0.215}</td>
<td>0.200</td>
<td>{0.205, 0.210, 0.215}</td>
<td>0.200</td>
</tr>
<tr>
<td>$e$</td>
<td>{77, 79, 81}</td>
<td>{77, 79, 81}</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>$C_{N-}$</td>
<td>{0.175, 0.300, 0.425}</td>
<td>{0.175, 0.300, 0.425}</td>
<td>0.050</td>
<td>0.050</td>
</tr>
<tr>
<td>$V_{N+}$, $V_{N-}$</td>
<td>{1.543, 1.841, 2.142, 2.199, 2.558, 2.976}</td>
<td>{1.242, 1.483, 1.725}</td>
<td>{1.242, 1.483, 1.725}</td>
<td>1.000</td>
</tr>
<tr>
<td>$V_{R+}$, $V_{R-}$</td>
<td>{0.771, 0.921, 1.071, 1.100, 1.279, 1.488}</td>
<td>{0.621, 0.742, 0.863}</td>
<td>{0.621, 0.742, 0.863}</td>
<td>0.500</td>
</tr>
</tbody>
</table>

Parameter values for main analyses are shown in bold font; parameter values for sensitivity analyses are shown in regular font. $\eta$ is the influence of effort on productivity; $e$ is effort; $C_{N-}$ is the probability of publishing a negative novel finding; $V_{N+}$ is the payoff for publishing a positive novel finding; $V_{N-}$ is the payoff for publishing a negative novel finding; $V_{R+}$ is the payoff for publishing a positive replication; and $V_{R-}$ is the payoff for publishing a negative replication. Par. = Parameter.
get a more informed estimate, we quantified publication advantage using articles published in the New England Journal of Medicine in 2015. Data was previously extracted by Hoekstra et al. (2018). In determining whether a study was considered positive or negative, we focused on statistical inference for the primary outcome. We excluded case studies, descriptive studies, non-inferiority trials, and single-arm studies. Next, we counted all citations (as counted through Google Scholar on date December 9, 2022) for the 120 positive results papers and the 42 null result papers. In the past seven years, null result papers were cited a median of 601.5 times and positive trials were cited a median of 826 times. The ratio of these two medians is 0.728 (i.e., positive novel results have a citation advantage of 1-to-0.728). Therefore, we set \( V_{N+} = 1 \) and \( V_{N-} = 0.728 \) for labs that do not practice and do not advocate OS.

Second, the results of the previous simulations suggest that the characteristics of the scientific community have not yet reached a steady state after 1,000,000 time steps (see Figure 2). To investigate this further, we decided to increase the mutation probabilities for \( \mu_r \) and \( \mu_W \) from \( \mu_r = \mu_W = 0.01 \) to \( \mu_r = \mu_W = 0.1 \), so that lab characteristics change more quickly.

### Results

Looking at the development of the lab characteristics in the 50 simulation runs separately, we noticed that individual simulations resulted in one of two qualitatively different patterns of characteristics (i.e., \( FDR, W, \alpha, \) and \( r \)), which are described below. To acknowledge this dichotomy, instead of averaging all 50 simulation
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runs, we split them according to the pattern of characteristics observed and averaged them separately. This applies to both the proportions of lab types as well as the community characteristics. Accordingly, for our results, we always provide one plot for simulations that exhibited characteristics pattern 1 and one plot for simulations that exhibited characteristics pattern 2.

Who Dominates Science?

Figure 1 shows the proportions of the four lab types over the first 3,000 time steps. The two panels differentiate between simulation runs that displayed two qualitatively different patterns of characteristics, explained in the next section (see also Figure 2). Labs that practice and advocate OS reach a proportion of 1 very quickly; at the same time, the other three lab types vanish. Of those, labs that do not practice OS and do not advocate OS disappear most quickly, followed by labs that do not practice OS but advocate OS and labs that practice OS but do not advocate OS.

The observed behavior indicates that practicing OS is more important than advocating OS, but that doing both is most advantageous. This advantage of practicing over advocating holds across the entire range of parameter values we investigated (see Figures 5, 6, and 7 in Appendix A.1). The explanation for this is that there is an additional advantage for labs that practice OS, which is the higher probability of publishing a negative novel finding (i.e., \(C_{N,-}\), 0.3 versus 0.05). Furthermore, the same behavior is observed for various values of \(V_0\): \((-5, -25, -50, -100\); see Figure 17 in Ap-
Figure 3  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the first set of simulations. The two panels represent simulation runs with two qualitatively different patterns of characteristics.

In sum, in our evolutionary model the additional cost in terms of increased effort (practicing) and a reduction of work time spent on the actual research (advocating) is easily outweighed by the increased payoff when the work gets published.

Characteristics of the Scientific Community

Figure 2 shows the development of characteristics across lab types over the whole range of 1,000,000 time steps. As all lab types except for the “practice; advocate” lab type ceased to exist within around 3,000 time steps, the development of characteristics shown in Figure 2 almost exclusively reflects the “practice; advocate” lab type. Here, simulations can be differentiated by two qualitatively distinct patterns of characteristics. In the left panel, it can be seen that $W$ increases slightly and then decreases very slowly to the initial value. Similarly, $\alpha$ remains fairly constant. $FDR$ rises a bit and then declines over time. Lastly, $r$ increases strongly to almost 1 in an almost linear fashion. An explanation for this is that $r$ increases to a critical value, at which point the values of $W$ and $\alpha$ do not matter (enough) anymore. Recall that for a replication, the type of result does not matter in terms of payoff. As such, $r$ grows to 1. In this variant, mutations are such that the certain payoff of replications was higher than the variable payoff of novel results, with a relatively high occurrence of null results. The reader may notice that $W$ does not grow quite so strongly in the first time steps, giving $r$ enough time to gain momentum.

The right panel displays entirely different characteristics. Here, both $W$ and $\alpha$ increase rapidly to 1 and remain constant. $FDR$ also
increases strongly but reaches a plateau at around 0.85. In contrast, $r$ remains very low at almost 0. The explanation is straightforward: if $W$ and $\alpha$ are 1, all results are positive results by default, meaning that every lab should conduct novel studies over replications. This is the case because the payoff is double, and there is no drawback. Note that this second pattern of results was not obtained in Kohrt et al. (2022) as they fix power in their simulations.

**Further Exploration**

We further explored the proportions of lab types and the characteristics of the scientific community with some slight parameter modifications: Changing $\mu_W$ and $\mu_r$ from 0.01 to 0.1 and changing $V_{W_r}$ from 1 to 0.728. Figure 3 shows the proportions of lab types over time. The behavior is very similar to the previous simulations in Figure 1, such that labs that practice and advocate OS dominate very quickly while the other lab types die out. Once again, these results are robust to different choices of parameter values (see Figures 11, 12, and 13 in Appendix A.1).

Figure 4 shows the characteristics of the scientific community. As in the first set of simulations (see Figure 2), the characteristics reflect those of the labs that practice and advocate OS through most of the time. As in the first set of simulations, we observed two qualitatively different patterns of characteristics of the labs. The explanation for this is the same as for the first set of simulations (see previous section).
Discussion

Science is not just about the academic work—it is ultimately a joint enterprise by people. People who depend on their academic position for their livelihood. As such, doing well, or at least doing better than others, on whatever metric is used to evaluate one's success becomes important to people. Smaldino and McElreath (2016) demonstrate that if all people do is “play the game”, the scientific work their field produces over time gradually degenerates to low-effort, quick-and-dirty work with a high proportion of false positives.

The OS movement should restrict the feasibility of some of the quick-and-dirty strategies to which researchers might, inadvertently, fall prey to. For instance, preregistering one's work makes it very difficult to employ p-hacking or to hypothesize after the results are known. That said, practicing OS brings with it its own set of success indicators, such as prestige in the field, exclusive funding opportunities, and increased visibility of the work; it may therefore well be optimal to continue to “play the game”, just with a slightly adjusted set of rules. In other words, exploiting the incentive structure for OS practices might lead to receiving the same advantages as actually practicing OS. In this study, we explored how different types of academics would thrive in a scientific system that values OS practices. Namely, we compared labs that practice or do not practice OS and labs that advocate or do not advocate OS.

In an incentive structure that values OS practices, practicing OS while also advocating OS is most advantageous. Our simulation results suggest that labs that follow OS practices and engage as “OS advocates” on Twitter or related social media platforms have a survival advantage. The cost associated with both practicing and preaching in terms of a slower “rate of completion” of research projects gets outweighed by the increase in payoff for publications. Within the simulation, only labs that both practiced and advocated OS persisted, all other types quickly vanished from the scientific landscape (i.e., they were less successful in terms of attracting attention and gathering citations).

In our model, advocating OS did not have the same advantages as practicing OS. This was true even in the condition where advocating was worth more than practicing in terms of publication payoff (73% versus 48%, respectively). The likely reason for this lies in the probability of being able to publish negative or null results: in our parameterization, this probability was six times higher for OS work. Many journals that align with OS principles vouch to judge the publishability of a work based on the soundness of the research question, the methodology, and the study protocol. More traditional journals, in addition to these criteria, tend to lean heavily on the (statistical) significance of the results.

Practicing and incentivizing OS practices did not eliminate quick-and-dirty science in our simulation. While we observed slightly lower values for the false discovery rate and false positive rate compared to Smaldino and McElreath (2016) and the replication (Kohrt et al., 2022), the values were still considerably high (0.7 compared to > 0.8; see Appendix A.1). Without changing the incentive structure that is currently valuing quantity over quality, OS cannot prevent the rise of quick-and-dirty science. As Simine Vazire once put it (Vazire, 2020), OS does not act as quality control itself but enables quality control.

Limitations

Although in our model, practicing and advocating OS practices translated to career advantages, some factors cast doubt on the extent to which these findings translate to the real world. Our operationalization of practicing OS involved (slightly) more work per project and a substantial increase in pay-off per publication. Although our parameter settings were grounded to some extent on previous literature, the exact size will be no more than a rough estimate. Perhaps an increase in workload of, say, 50% would be more realistic than an increase of 5%, making the practicing of OS far less attractive for purposes of furthering one's career.

For our operationalization of advocating OS, we assumed that scientists spend two hours of their working weeks on their social media of choice in lieu of working to build and maintain their OS profile. Perhaps two hours is unrealistic and ten hours gets closer to the truth. Or perhaps there is no difference at all in hours spent working between active social media scientists and those that are not active on social
media: time on social media could be spent entirely during free time.

Similarly, it can be argued that the payoff advantage for labs that practice and/or advocate OS is too high and that it is unrealistic that the payoff advantage remains constant throughout evolution. It is possible that it is more realistic for the payoff advantage to diminish over time as an increasing amount of conducted studies are OS studies.

An additional limitation is the omission of consideration regarding the potential consequences of disclosing specific research data. Opening up access to such data may facilitate the identification of inaccuracies and provide a basis for heightened scrutiny from the broader research community (Allen & Mehler, 2019). Theoretically, this increased transparency could adversely affect the sustainability of a research laboratory, particularly if (unintentional) errors are unveiled and subject to public discourse.

Another, more general, limitation of our setup was the generic classification of scientists as OS practitioners versus non-practitioners and advocators versus non-advocators. In the real world, these categories (and the payoffs they entail) will rarely be so black-and-white. In addition, there will be individual differences in academic success that are tangential to the four categories specified here due to field of interest, background, social network, and even luck. In our simulation, these natural sources of variation were all completely equated. As such, the results of this study should be thought of more as a proof of concept in a drastically simplified representation of what in reality is a very complicated academic ecosystem.

Lastly, our modeling approach to investigate what lab types survive in a community that values open science is only one of many. Different approaches may shed light on the conditions under which labs with different strategies flourish. For instance, using a game theory approach would model the individual labs as rational agents with (potentially) different strategies (e.g., affinity to OS, payoff, etc.). In such an approach, the individual labs would play the “science game”, which would allow the computation of an equilibrium distribution of different types of labs.

**Conclusion**

In our simulation, labs that practice and advocate OS thrive in a scientific community that values OS. At the same time, “quick-and-dirty” science is still prevalent, as evident by high false positive and false discovery rates. These results are encouraging to those who feel practicing open science “is not worth it”: in addition to benefits to science at large, our results suggest engaging with OS benefits the individual researcher as well.
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Appendices

A. Sensitivity Analyses for Lab Proportions and Characteristics

For all sensitivity analyses, we did not differentiate between simulation runs with two qualitatively different patterns of characteristics (see Results section). Instead, we averaged over all simulation runs. Each of the following Figures contains various parameter combinations. One additional parameter (i.e., the payoff advantage for advocating OS $\gamma$) differentiates between Figures. Figures 5, 6, and 7 show the lab proportions for the first set of simulations with payoff advantages for advocating OS of $\gamma = \{1.242, 1.483, 1.725\}$, respectively; Figures 8, 9, and 10 show the community characteristics for the first set of simulations with payoff advantages for advocating OS of $\gamma = \{1.242, 1.483, 1.725\}$, respectively. Similarly, Figures 11, 12, and 13 show the lab proportions for the second set of simulations with payoff advantages for advocating OS of $\gamma = \{1.242, 1.483, 1.725\}$, respectively; Figures 14, 15, and 16 show the community characteristics for the second set of simulations with payoff advantages for advocating OS of $\gamma = \{1.242, 1.483, 1.725\}$, respectively.

Figures 5, 6, 7, 11, 12, and 13 clearly demonstrate that the lab proportions are robust against specific choices of parameter combinations. In all cases, the “practice; advocate” lab type wins and suppresses the other lab types. Although there is more variation in the community characteristics for different parameter combinations (see Figures 8, 9, 10, 14, 15, and 16), the overall trends are still quite robust.
Figure 5  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the first set of simulations with $\gamma = 1.242$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 6 Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the first set of simulations with $\gamma = 1.483$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 7  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the first set of simulations with $\gamma = 1.725$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 8  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the first set of simulations with $\gamma = 1.242$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 9: Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the first set of simulations with $\gamma = 1.483$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 10  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the first set of simulations with $\gamma = 1.725$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 11  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the second set of simulations with $\gamma = 1.242$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 12  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the second set of simulations with $\gamma = 1.483$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 13  Cumulative proportions of lab types during the first 3,000 out of 1,000,000 time steps of the second set of simulations with $\gamma = 1.725$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 14  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the second set of simulations with $\gamma = 1.242$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 15  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the second set of simulations with $\gamma = 1.483$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
Figure 16  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs over all 1,000,000 time steps of the second set of simulations with $\gamma = 1.725$ and different parameter combinations. Note that panels show an average of all 50 simulation runs. $\gamma$ and $\delta$ are the payoff advantages for advocating and practicing OS, respectively.
B. Lab proportions and characteristics as a function of $V_{0-}$

For these additional sensitivity analyses, we did not differentiate between simulation runs with two qualitatively different patterns of characteristics (see Results section). Instead, we averaged over all simulation runs. Figure 17 shows the lab proportions for the first set of simulations as a function of $V_{0-}$ and Figure 18 shows the community characteristics for the first set of simulations as a function of $V_{0-}$. All parameter values, except for $V_{0-}$ are fixed at the values that were used in the main analyses (see Table 2). Figure 17 clearly demonstrates that the lab proportions are robust against specific choice of $V_{0-}$. Figure 18 shows that the development of $FDR$, $W$, and $\alpha$ is also robust against variations of $V_{0-}$; all of them increase quickly and remain at a high level. However, it can be seen that $r$ increases more strongly the higher the value for $V_{0-}$. 

Figure 17  Cumulative proportions of lab types as a function of $V_0$. during the first 3,000 out of 1,000,000 time steps of the first set of simulations. The panels correspond to different values of $V_0$. All other parameter values are fixed at the values that were used in the main analyses (see Table 2). Note that panels show an average of all 50 simulation runs.
Figure 18  Power $W$, false discovery rate $FDR$, false positive rate $\alpha$, and replication probability $r$ averaged over all labs as a function of $V_0$, over all 1,000,000 time steps of the first set of simulations. The panels correspond to different values of $V_0$. All other parameter values are fixed at the values that were used in the main analyses (see Table 2). Note that panels show an average of all 50 simulation runs.